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A LANGUAGE USE APPROACH TO HUMAN-COMPUTER INTERA CTION

1. INTR ODUCTION

1.1 User-Computer Communication

Usersregularly facethe challengeof gettinga computerto do what they want it to do. This canmeananything
from having to locateanobscureprogramfeature,to wrestlingwith anelaborateseriesof interactions,to simply not
knowing whatto do next. Althoughit is truethatsuchproblemsoftenarisein part from a lack of attentionto various
humanfactorsandusabilityprinciplesin a program’s design,thefact remainsthateven thebestuserinterfaceshave
fundamentalshortcomingsthataredirectlyrelatedto thelimits of theirabilitiesto communicatewell with usersin the
sensethatpeoplearegenerallyableto communicatewell with eachother(cf. Norman,1992,ch. 11). For instance,
programsarerarely designedto actively anticipatetheir users’varying concerns,or to monitorandrecognizewhat
their usersare doing or are trying to do. Nor are they routinely able to summarizean activity, muchlessto keep
trackof it in a meaningfulway in orderto verify a user’s understandingof onepartor another. Evenwith thebenefit
of carefully designedaids,suchas usermanualsandonline help (e.g.,Shneiderman,1998 andSellenandNicol,
1990),usersin situ very oftenfind they areon their own whenit comesto puzzlingout a program’s moreelaborate
featuresandabilities,or whenthey mustgrapplewith a new or difficult task. In complex or mission-criticalsystems,
a program’scommunicativeshortcomingsmayvery well beoneof its mostcrucialdeficiencies.

Neverthelessusersandcomputersdo form a truecommunicative partnershipbecauseinteractionsbetweenthem
rely on an exchangeof information. Human-computerinteractionamountsto a languagein which, at a minimum,
computersaretold whatthey aretodoandusersexpectto betoldwhatthecomputerhasdone

�
(in fact,muchmorethan

just this occurs).Considerthat thecharacteristicactivity peopleandcomputersengagein is informationprocessing
(SimonandKaplan,1989). Indeed,computersareremarkablefor the breadthof interactivity they cansupportand
the fact that their processingis fundamentallycomputational,asopposedto mechanistic.More importantlythough,
computers,like people,areableto maintainflexible representationsof knowledge,andthis setsthemapartfrom all
othercomplex devicesof humandesign(cf. Kay, 1984).

How thenare the communicative shortcomingsof userinterfacesto be improved? As the power of computer
systemshasgrown, therehasbeena surgeof interestin approachesto this problem.It has,for instance,beenwidely
pointedout thatcommunicationbetweenpeopleis regularly supportedby actionsoccurringin nonlinguisticchannels,
andthattherearemany potentialadvantagesto exploiting suchmodesof expressionin human-computerinteractions
(e.g.,SullivanandTyler, 1991;Laurel,1990;andMaybury, 1993).Whatis mostimportantthoughis not themedium
of interaction—naturallanguage,graphicaldisplay, etc.—but the natureof the informationprocessingthat supports
thecontentof interactions.It is hardlynecessaryfor peopleandcomputersto literally speakto eachother, but it would
beasignificantstepforwardfor userinterfacesto beableto remember, reasonabout,andrespondto interactionsmuch
asa personwould.

Hencethisreportproposesthata largepartof theanswerliesdirectly in ourunderstandingof how peoplecommu-
nicatewith eachotherandwhatit is thatthey do whenthey uselanguage.In his 1996book,Usinglanguage, Herbert
Clark (1996b)makesa compellingargumentfor theclaim that“languageuseis really a form of joint action.” In joint�

Theworkingdefinitionof thehuman-computerinteractionresearchgroupat theU.S.Naval ResearchLaboratoryreads,“[Human-computerin-
teraction]canbeviewedasthebi-directionalcommunicationof informationbetweentwo powerful informationprocessors:peopleandcomputers.”
(http://elazar.itd.nrl.navy.mil)

ManuscriptapprovedMay 17,2000
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2 DerekBrock

actions,peoplecoordinatewith eachotherto accomplishsharedpurposesthatarepartof their broaderendsin joint
activities. In particular, all joint activitiesadvancethroughtheaccumulationof commonground—theknowledge,be-
liefs, andsuppositionsthatpeoplebringto, keeptrackof, andshareaboutanactivity. Clark’sthesissetsoutacoherent
theoreticalframework for understandingmuchof whatcommunicative actsinvolve,andin thework presentedhere,
human-computerinteractionis approachednotasadeviceuseproblem(Norman,1986)but asatypeof bonafide joint
activity in whichhumansandcomputersareviewedastheparticipants.

This report’s title, “A LanguageUse Approachto Human-ComputerInteraction,” is chosento convey, in the
broadestsense,what entersinto any form of joint activity. Clark describesjoint activities asa basiccategory that
encompassesall participatorycircumstancesin which conventionallanguageplaysa role. More to thepoint,henotes,
“If we takelanguageuseto includesuchcommunicative actsaseye gaze,iconic gestures,pointing,smiles,andhead
nods—andwe must—thenall joint activities rely on languageuse”(Clark, 1996b,p. 58). For Clark, languagein its
linguistic senseis simply oneof many possiblesignalingsystems,somehighly organizedandothersspontaneously
improvised. The insight is that coordinationin all purposefuljoint activities requiressomeform of signaling. And
indeed,muchof whatconstitutesthepubliccharacterof human-computerinteractionis merelyasetof signalsderived
from actsof pointingandclicking, typedcommandsenteredthroughakeyboard,andprocessedinformationdisplayed
on a screen.

But whatdoesit reallymeanto takea languageuseapproachto human-computerinteraction?Whatdistinguishes
joint activities from otherendeavors is commonground. Evidenceof it is presentin everything peopledesignto
be usedby othersand in everything peopledo together. What is beingproposedby sayingthat human-computer
interactioncanbeviewedasa typeof joint activity is that thecomputerasaninformationprocessingagency is to be
takenseriouslyin its role asa communicant.Well designedapplicationuserinterfacesexhibit their commonground
with usersthroughtheir useof metaphor, consistency, affordances,and so on (e.g., Erickson,1990; Tognazzini,
1990;andNorman,1988). In addition,they shouldbedesignedto supporttheir commongroundwith users.People
accumulateandmaintaincommongroundso that they have a means—alanguage—forcoordinatingandadvancing
their activities with others. Ideally, it shouldbe no different in the designof human-computerinteraction. To the
extentthatit is possibleor practical,thebasisof joint activitiesbetweenhumansandcomputersshouldbedesignedto
resembleour understandingof thebasisof joint activities betweenpeople.

Commongroundis bothknowledgeandprocess.As a knowledgebasisfor thedesignof conventionaluserinter-
faces,a determinationof user-computercommongroundshouldinfluenceall facetsof thedisplayandtheinteraction
design.Thedesigner, throughananalysisof the taskdomainasa joint activity, shouldthink in termsof whatevery
componentof theuserinterfacewill communicateto theuser, andseekto anticipateinformationtheuserwill needto
coordinatethetaskactivity with thecomputer(cf. Norman,1992,ch. 17). User-centereddesignapproaches(Norman,
1986)strive for a similar result,but not througha principledinterrogatoryframework basedon thenotionof common
ground.Menus,dialogues,entrypoints,helpmessages,andsoon,all serve ascoordinationdevices—asa language—
offeredby the userinterfacefor carryingout the joint activity of the task. Whenconsideredin termsof common
ground,theshortcomingsandstrengthsof thedesignof thesecomponentsaremoreclearlyrevealedandunderstood.

Commongroundalso hasclearprocessimplicationsfor userinterfaces. As joint activities progress,common
groundaccumulates—atleastin usersit does. Remarkably, it alsoaccumulatesin ordinaryprograms,to somede-
gree,but seldomin waysthat resembleits characteristicsin people.In people,commongrounddevelopsentirely in
cognition,whereasin conventionaluserinterfaces,it accumulatesthroughwhatareat bestadhocandoftenobscure
processessuchaspreferences,changesin thedisplay, and/orhistoryandundomechanisms.Ideally, usersshouldbe
ableto conferwith a programat any time andget responsesthat areperceptive andrelevant. What userinterfaces
needareadditionalmechanismsthat serve this function,whoserole is to interpretandfacilitatewhat is goingon in
thejoint activity in waysthathave meaningfor theuser.

Interfacesincorporatingsuchmechanismsare,in fact,alreadybeginningto appear, not only in researchlaborato-
ries (e.g.,Rich andSidner, 1998),but alsoin commercialproducts(e.g.,Horvitz et al., 1998). The role of common
groundis sointuitiveandfundamentalin interactiveactivitiesthatit is alwayspresentin oneform or another, whether
or not it hasbeenfully recognizedor accountedfor in a design. In this view, socalled“intelligent userinterfaces”
are interfacesthat takethe computer’s potentialrole in task activities seriouslyenoughto have beencraftedto go
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significantly beyond conventional reflexive or stimulus-response designs. By employing computational mechanisms
that make context sensitive inferences or that recognize patterns of behavior, and so on, these interfaces accumulate
and use aspects of common ground in ways that users presumably recognize as being more consistent with their own
internal representations of activities.

Nevertheless, it is the process component of common ground in user interfaces that is least understood and often
least appreciated, and at present, there are only a few candidate mechanisms for its implementation. In this report, the
problem is examined through the computational paradigm of cognitive modeling, the presumption being that a theory
of human cognition is relevant to a theory of language use between people. Although there are practical strengths and
weaknesses to this particular computational strategy, it does provide clear evidence that a language use approach to
human-computer interaction is merited.

1.2 Guide to the Report

The work presented here draws in multidisciplinary fashion from three different fields that are themselves multi-
disciplinary—human-computer interaction, processes in language use, and cognitive science. It hardly needs saying
that the challenges faced in each of these areas of inquiry are substantial, and that in each there is still much that is
as much art as science. As a student and a researcher, my introduction to cognitive modeling and various results in
cognitive science led to my interest in cognitively augmented user interfaces. My subsequent introduction to Clark’s
body of work provided a coherent framework—a language—for crystallizing these ideas and characterizing the issues.

This report has two substantive goals. The first, as background, is to provide an introductory review of Clark’s
theory of languageuseas joint action, choosing for emphasismaterial that is relevant to thenatureof human-computer
interaction. Some of the implications of Clark’s work in the context of user interfaces are briefly examined as part
of this review. All of this material is presented in Section 2. The second goal, presented in Section 3, is to describe
a cognitive modeling approach to the active representation of common ground called “task model tracing.” In task
model tracing, a computational theory of human cognition known as “ACT-R” (Anderson and Lebiere, 1998) is used
by an application user interface as the basis for simulating the accumulation and use of elements of user-computer
common ground in the joint activity of a portion of the application’s task. Section 4 of the report presents a high-level
summary review and a description of future work.

2. CLARK’S CHARACTERIZATION OF LANGUAGE USE

2.1 Introduction

In his monographUsing language(1996b), Herbert Clark gives a persuasive account of language use as a form
of joint action—what emerges when people coordinate their individual actions with others. Coordination requires
communicative acts to come into play, and this leads to notions ofcommon ground, meaning and understanding,
levels of action, and to the essence of what language itself is,signaling. People do things together, and yet they act as
individuals. Ultimately in the study of language use, the notion of joint actions cannot be separated from the individual
actions that comprise them.

This section presents a summary introduction to Clark’s notions about the nature of language use as background
material that is intended to motivate the modeling work presented in Section 3. With the exception of Section 2.7, all
of the material in this part of the report (i.e., Section 2) has been drawn from Clark (1996b). Aspects of the theory
that are deemed relevant to the nature of human-computer interaction have been emphasised, although this has not
been generally noted in context to preserve the clarity of the exposition. The presentation is greater than should be
necessary to apprehend the immediate goals of the task model tracing effort, but its length is merited by the richness
of the theory, and the belief that the additional material will be useful in subsequent modeling and/or design efforts.

2.2 Overview of Language Use

Clark begins by remarking that “Language is used for doing things.” And it is. It is used to carry out what people
do together, when they are with each other and when they are apart. It is used to do anything that has a social purpose.
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In doingthingstogether, peopleparticipatein a specialkind of activity, a joint action. Jointactionsoccurwhenever
individualschooseto actin someform of coordinationwith eachother, regardlessof thedetailsor thecircumstance.
Justastwo peoplewaltzing or shakinghandsconstitutejoint actions,so do the activities that emerge whenpeople
correspondor simplyconverse.

Activities involving languageuseoccurin a wide rangeof spokenandwritten settings,or somemix of the two.
Settingscanbecharacterizedin variousways,aspersonal,fictional,mediated,andsoon,but themostbasicsettingof
languageuseis alwaysface-to-faceconversation. Nonbasicsettingslack oneor moreof thenaturalfeaturesof face-
to-faceconversationrelatedto immediacy, medium,or control thatarelisted in Table1. Whenany of thesefeatures
aremissing,peoplearealwaysforcedto resortto usingdifferentskills andproceduresto accommodatetheirabsence.

Table1 — Featuresof Face-to-FaceConversations

Features related to immediacy :
1 Copresence The participants share the same physical environment.
2 Visibility The participants can see each other.
3 Audibility The participants can hear each other.
4 Instantaneity The participants perceive each other’s actions at no perceptible delay.

Features related to medium:
5 Evanescence The medium is evanescent—it fades quickly.
6 Recordlessness The participants’ actions leave no record or artifact.
7 Simultaneity The participants can produce and receive at once and simultaneously.

Features related to control:
8 Extemporaneity The participants formulate and execute their actions extemporaneously, in real

time.
9 Self-determination The participants determine for themselves what actions to take when.

10 Self-expression The participants take actions as themselves.
Reprinted (with modifications) from Clark, Using language, pp. 9–10, c

�
1996 Cambridge University Press

In any settingwherelanguageis used,peoplevariouslyassumetherolesof speakerandaddressee.
�

Othersmay
bepresent,but not asaddresseesor participants.Speakersintendfor their addresseesto understandanaddressandto
acton thatunderstanding.They know further thatthis dependsentirelyon addresseestakinga numberof actionson
their own. Addresseesknow they have to listen,watch,andotherwiseattendwhenthey arebeingaddressed,andthat
they musttry to makesenseof this informationandunderstandit. In managingto coordinateall of theseactionswith
respectto eachother, whatemergesis botha joint actionandauseof language.

Jointactionsare,by definition,socialactions,andsocialactionscannotbecoordinatedwithout a basisof shared
knowledge—commonground.Whenlanguagecomesinto play, not only is theactionitself coordinated,but soalso
arethe notionsof speaker’s meaningandaddressee’s understanding. Speakersconvey meaningwith signals—any
conspicuousactiondeliberatelyperformedfor others—theiraddressees—toidentify. Speakersdevisetheirsignalsout
of whatthey believe is commonground,intendingthattheir referencesto it will berecognizedby theiraddressees;in
thisway, meaningandunderstandingarise.

Languageusealsohaslayersof action. All of thejoint actionsthatspeakersandaddresseescarryoutasthemselves
takeplacein theprimary layer, whereasactionswith meaningthat transcendsthe participants’literal circumstances
occur in a secondarylayer or higher. This notion of layeringaccountsfor the creationof conversationalroles for
personsnot presentandsimilarly for removesin time and/orplace.�

A terminologicalnote:Much of whatis ordinarilycalled“language”is inescapablylinguistic in character, andClarkfrequentlyuseslinguistic
examplesandthetermspeakerto illustratea point. Nevertheless,henotesthat,“At leastin thenotionof ‘languageuse,’ [language]mustinclude
everymethodby whichonepersonmeanssomethingfor another.” Hence,by speaker, heintends,morebroadly, thenotionof signaleror presenter.
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A distinguishingcharacteristicof theactionsindividualstakein joint actionsis their participatoryasopposedto
autonomousnature.Participatoryactionsinherentlymakereferenceto theactionsof otherparticipants.Theindividual
actionsthemselvesmaybe,andoftenare,very differentfrom eachother, but they neverthelesslack full autonomy.

The joint actionsthat resultwhenspeakersandaddresseesuselanguageas themselves in the primary layer of
actionarenot just atomicevents. Instead,they arewhat emerge from a processthat is madeup of levelsof tightly
paired,subsidiaryjoint actions.Soundsmustbe vocalizedandheard,utterancesmustbe formulatedandidentified,
andmeaningmustbeintendedandunderstood.Componentjoint actionsbuild uponeachother, andeachhasaspecific
role that is essentialin theoverall processof languageuse. In nonbasicsettings,theselevelsof joint actioncanand
do becomedecoupled.The joint actionin which speaker’s meaningandaddressee’s understandingarise,though,is
privileged—itis whatdefineslanguageuse.

Comingfull circle,a furthercharacteristicof languageuseis a productof thefact thatlanguageis usedfor doing
things. Deliberateactionshave consequencesthat areboth intendedandalsounintended.Whenconsequencesare
intended,the productis saidto be anticipated; whenthey arenot, the productis saidto be emergent. Many of the
regularitiesof languageuseemerge unanticipatedandunintended.In Table2, six propositionssummarizeClark’s
workingassumptionsin thisoverview of languageuse.

Table2 — Six PropositionsaboutLanguageUse

Proposition 1. Language fundamentally is used for social purposes.
Proposition 2. Language use is a species of joint action.
Proposition 3. Language use always involves speaker’s meaning and addressee’s understanding.
Proposition 4. The basic setting for language use is face-to-face conversation.
Proposition 5. Language use often has more than one layer of activity.
Proposition 6. The study of language use is both a cognitive and a social science.
Reprinted (with modifications) from Clark, Using language, pp. 23–24, c

�
1996 Cambridge University Press

2.3 Doing Things Together—Joint Activities

Languageusein joint activities is secondaryto theactivity itself; it is ameansto anend,anemergentproduct,not
whattheactivity is about. Andyetthetwoareinseparable.Peoplecannotdothingstogetherwithoutcommunicating—
usinglanguagein thebroadestsense—andthismeansthatonecannotbeunderstoodwithout theother.

Joint activities are fundamentallydifferent from what peopledo on their own autonomously. They are social
activities, boundedin time or ongoing,but distinguishedby having morethanoneparticipant. The many waysin
which joint activities differ canbe thoughtof asvarying on a varietyof dimensionssuchasscriptedness,formality,
and verbalness.Two dimensionsthat are particularly useful in understandingwhat goeson in languageuseare
cooperativeness,the degreeto which an activity is collective vs adversarial,andgovernance,the degreeto which
anactivity is egalitarianvs autocratic.

2.3.1 SomeGeneralizations

In doingthingstogether, peopleassumeactivity roles. A nonparticipantin oneactivity maybea participantin an
enclosingactivity. Rolesarisefrom anactivity’ snatureandratify participation.Along with personalidentities,they
shapemuchof themakingof anactivity—who doeswhatandwhy.

Joint activities serve the goalstheir particpantspursueandhopeto achieve. Somegoalsarepublic andothers
private. Eachhasconsequencesfor the conductof the activity. More often than not, a variety of goalsare being
pursuedat thesametime, somerelatedandsomenot. Jointactivities usuallyhave an obviously dominantgoal,but
their participantsmayalsohave proceduralandinterpersonalgoals,amongothers.Like any otherinformation,goals
becomepublic whenthey becomeopenlyrecognizedin oneform or another. A joint activity is definedby its joint
goals,andthesearealwayspublic. Privategoalsarekeptfrom otherslargely for reasonsof expedience.
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How peoplecoordinatewhatthey do with eachotheris centralto how languageis used.In joint activities,people
do this with mixes of conventionaland nonconventionalproceduresthat are themselves madeup of fixed and/or
negotiatedhierarchiesof smallerjoint activities or actions.For eachpartor phaseof theprocessto work, participants
needto bemutuallyconfidentof eachother’sengagement,andthis meanscontriving their entriesandexits from one
partto thenext andultimatelyfor thewholeactivity. Any of avarietyof dynamicsmayalsocomeinto play. Activities
overlap,pause,divide,expand,andsoon. Table3 summarizesthepointsmadein this section.

Table3 — SomeGeneralClaimsaboutJointActivities

Participants A joint activity is carried out by two or more participants.
Activity roles The participants in a joint activity assume public roles that help determine their division of

labor.
Public goals The participants in a joint activity try to establish and achieve public goals.
Priv ate goals The participants in a joint activity may try to achieve private goals.
Hierar chies A joint activity ordinarily emerges as a hierarchy of joint actions or joint activities.
Procedures The participants in a joint activity may exploit both conventional and nonconventional proce-

dures.
Boundaries A successful joint activity has an entry and exit jointly engineered by the participants.
Dynamics Joint activities may be simultaneous or intermittent, and may expand, contract, or divide in

their personnel.
Reprinted (with modifications) from Clark, Using language, pp. 37–38, c

�
1996 Cambridge University Press

2.3.2 A First Lookat CommonGround

Clark contendsthatall joint activities advancethroughtheir participants’accumulationof commonground—the
knowledge,beliefs,andsuppositionseachassumesthey shareaboutanactivity. Thestudyof commongroundandits
accumulationhaspreviouslybeenlimited to its occurrencein discourse.Thebroaderview—thatit accumulatesin all
joint activities—followsnaturallyfrom thenotionthatlanguageuseis a form of joint action.

Peoplebring presuppositionsto their participationin joint activities. Their public actionsduringan activity and
possiblyotheroccurrencesin theactivity’ senvironmentcanbethoughtof asstate-changingevents.Not all statesand
events,though,aretakenby theparticipantsto bepartof theactivity in an official sense.As thestateof anactivity
changes,its participants’presuppositionsarecumulatively modified. An activity’ s commongroundis madeup of
thesepresuppositions,andat any point in mostactivities they canbedividedinto thethreepartsdescribedin Table4.

Table4 — ThreePartsof CommonGround

1. Initial common ground. This is the set of background facts, assumptions, and beliefs the participants presup-
posed when they entered the joint activity.

2. Current state of the joint activity. This is what the participants presuppose to be the state of the activity at the
moment.

3. Public events so far. These are the events the particpants presuppose have occurred in public leading up to
the current state.

Reprinted (with modifications) from Clark, Using language, p. 43, c
�

1996 Cambridge University Press

The first partof commonground—initial commonground—canbe,andusuallyis, vast. Oneof its mostuseful
characteristicsin many situationsis its participants’sharedknowledgeof applicableinformation, suchas cultural
normsandprocedures.

People’songoingsenseof thesecondpartof commonground—thecurrentstateof thejoint activity—beginsfrom
themomentthey enterinto theactivity itself. Thissenseof stateincludestheparticipants’awarenessof who is doing
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whatandthestatusof their variousgoalsin the joint activity. This partof commongroundis frequentlyaidedfrom
momentto momentby theactualstateof objectsin theparticipants’immediatephysicalenvironment.Beyond their
simplephysicalexistence,objectsandscenesin the world areroutinely usedasexternal representationsof what is
oftena highly developed,sharedunderstanding.Boardgamescapturetheessenceof theidea.Table5 describessome
of the propertiesof external representationsthat makethemso useful in joint activities. Threeotherpointscanbe
madeaboutexternalrepresentations.Becausethey arefeaturesof thephysicalenvironment,they arehighly reliable
for purposesof joint reference.They arealsousefulfor participantsasa mentalaid, not only for purposesof recall,
but alsoasa mediumfor reasoningforward. Finally, becauseof their tangiblenature,external representationsare
oftenthemediumof thejoint activity itself.

Table5 — SomePropertiesof ExternalRepresentations

1. Physical model. The scene of a joint activity can be used by its participants as a physical model of the activity
that can be viewed, touched, and manipulated.

2. Markers. Features of and in external representations can be markers that denote elements of the joint activity.
3. Location interpretation. The spatial location of markers in an external representation can be a factor in the

interpretation of these markers.
4. Manipulability. The movement or alteration of markers can also be a factor in their interpretation.
5. Simultaneous and parallel accessibility. All participants generally have access to and can consult the scene of

a joint activity.
Paraphrased from Clark, Using language, pp. 46–47, c

�
1996 Cambridge University Press

In keepingtrackof the third partof a joint activity’ scommonground—thepublic eventsso far—peoplerely on
whatthey alreadyknow aboutwhatthey aredoingto helpthemidentify whathashappened.Theresultis anannotated
record of singleeventsandpurposefulsequencesexpressedin personalterms.As eventsrecede,peoplego onto form
morebroadlyexpressedoutlinerecordsby abstractingawaydetails.

Pragmatically, peoplekeeptrackof commongroundin joint activitiessothatthey have areasonablesenseof what
theircounterpartsknow. Butpeople’sinternalrepresentationsof thingsarecommongroundonly to theextentthatthey
correspondwith eachother. What doesn’t correspondisn’t commonground. Inevitably, representationsof common
groundfail to correspondin many ways. Often thesediscrepanciesgo undetected,but when they are discovered,
peopletendto correctthemimmediatelyto avoid copingwith theconsequences.

2.3.3 Languagein Joint Activities

Conventional language,whetherspokenor written, is usedregularly in the conductof joint activities. But
verbalness—thedegreeof anactivity’ s linguistic character—is simply a dimensionby which joint activitiescanvary.
A telephoneconversationis almostentirely a linguistic activity whereaswaltzing is almostentirely nonlinguistic.
Thesetwo extremessuggestakind of discoursecontinuum. Somewherein themiddleit becomesundeniablyapparent
thata text of theverbalcomponentin joint activities cannotmeaningfullystandalone.Without a recordof thelarger
joint activity, any wordsparticipantsusebegin to losea portion of their coherence.Whenconventionallanguageis
separatedfrom the circumstancesin which it occurs,the result is artificial—somethingis lost. The full recordof a
joint activity is a full recordof all of its communicative acts—allof the signalingandcoordinationthat occurs,as
well asany conventionallanguagethat comesinto play. If conventionallanguageis takento besimply oneof many
possibleformsof communicative acts,actsin which speaker’s meaningandaddressee’s understandingplay a role,a
broaderunderstandingof thenotionof languageuseemerges.Languageusecannow be seenaspresentthroughout
thediscoursecontinuumand,indeed,all joint activitiescanbeseento dependonit.

2.4 Coordinating Content and Processes—Joint Actions

Whenpeopledecideto do somethingtogether, it becomesnecessaryfor themto coordinatetheir actionsasindi-
vidualswith respectto eachother. Whatemergesfrom theseactsof coordinationaresequencesof joint actions—the
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componentsof joint activities. To carry out a joint action, the action’s participantsmustwork out both what they
intendto do andhow they aregoingto do it. More oftenthannot,eachof theseconsiderationsaffectstheotherin an
opportunisticway. Thecognitiveand/orphysicalprocesseseachpersonemploysusuallydependon thejoint action’s
content—whatit is they aretrying to do together. Similarly, thecontentitself mayhave to bereshaped,dependingon
whatprocessesareavailable.In theserespects,thenatureof joint actionsis thenatureof languageuse.

2.4.1 ParticipationandCoordination

In Clark’s view, what technicallydistinguishesjoint actionsfrom other kinds of actionsis their participatory
nature. Joint actionsareparticipatoryin the sensethat more thanonepersonis involved andeachis pursuingthe
samepurposein a cooperatively coordinatedmanner. Accordingto this view, a joint action’s participantsmustall
intendto bedoingtheirrespective partsandbelieve thatthejoint actionitself includesboththeirown andeachother’s
intentionsandbeliefs. Noncooperative or deceptive actionsbetweenpeoplearenot takento be joint actions(even
thoughthey may involve the participationof morethanoneperson,suchas in a game),andneitherareactionsin
which anindividualactsautonomouslywith respectto theactionsof another.

2.4.1.1 Coordination Problems

What is key in joint actionsis the elementof coordination. Joint actionsare really solutionsto coordination
problemsthatcomeaboutwhenpeople’sconcernsarein somewaycoincidentandmeetingthemrequirescooperative
action. Indeed,this is the essenceof languageuse. To solve coordinationproblems,peoplerequirea jointly salient
basisfor coordinatingtheirexpectationsof eachother. Thisbasis,referredto asacoordinationdevice, canbevirtually
anything thatwill allow theparticipantsin a joint actionto arrive at a mutualsuppositionor expectationof whattheir
own and eachother’s part in the action shouldbe. Suchmutual expectationsarisefrom the participants’current
commonground. A robust coordinationdevice is somethingthat is not only known to all of the peoplefacing a
coordinationproblem,but also indicatesto all of themthat they all know that something,and that that something
indicatestheir mutualexpectation.Therole of salienceandcommongroundin solvingcoordinationproblemsleads
to aprincipleof joint salience—Thesolutionto a coordinationproblemamongtwo or moreagentsis thesolutionthat
is mostsalient,prominent,or conspicuouswith respectto their currentcommonground(Clark,1996b,p. 67).

Participantsin joint actionshave a vestedinterestin posingcoordinationproblemsto eachotherin waysthatcan
besolved. In suchparticipantcoordinationproblems, all participantsshouldbeableto takeit for grantedthattheone
who hasposedtheproblemhasnot only chosenit andworkedout its presentation,but is alsoanticipatinga specific
solutionandexpectsthatthissolutioncanbereadilydiscernedby everyoneinvolved.Thisbeingthecase,participants
shouldalsobe ableto assumethat the informationconveyed in thepresentation,in conjunctionwith their common
ground,is sufficient to identify theproblem’s intendedsolution. Whentime is a constraint,they canfurther assume
thatthesolutionwill beonethatis immediatelyapparent.Theseassumptionsarerespectively referredto aspremises
of solvability, sufficiency, andimmediacy.

Jointactionsthatarisein languageusemostcommonlytaketheform of participantcoordinationproblems.Explicit
agreementsandconventionsaregoodexamplesof coordinationdevicesthat are ideal solutionsfor theseproblems
becausethey arestraightforwardin nature.Agreementspreempttheneedto work outothersolutions,andconventions
solvecoordinationproblemsthatarerecurrent.

2.4.1.2 Signaling

At an even morebasicif abstractlevel, in trying to communicate,peoplemustfirst manageto coordinatewhat
is meantby onepersonandunderstoodby another. Engineeringthemorefundamentaljoint actionthatachievesthis
couplingbetweenspeaker’s meaningandaddressee’s understandingis a crucial participantcoordinationproblemin
all instancesof languageuse.Ideally, whatis neededarewholesystemsof coordinationdevicesto serve asbasesfor
this particulartypeof joint action,andthis is exactly whatsignalingsystemssuchasconventionallanguagesare. In
essence,whena signalis presented,a participantcoordinationproblemis posed:a speakermeanssomethingfor an
addresseeto understand.Signalscanbedevisedfrom any sortof coordinationdevice thatis effective. As long asthe
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thesignalis a partof or canbe relatedto what is salientin both thespeaker’s andthe addressee’s commonground,
eachcanpresupposethattheunderstanding(thesolution)theaddresseewill cometo is whatthespeakerintended.

In sendingand receiving signals,speakersand addresseesrely on the existenceof contingencyplans in their
commonground.A fundamentalpartof thesecontingenciesarepairsof rulesor heuristicscalledsignalingdoublets
that canbe usedto poseanddecipherparticipantcoordinationproblems.A speaker, for instance,may know thata
handsignor a wordcanbeusedto denotesuch-and-suchwhenoneor theotheris presented,andknow or expectthat
his or heraddresseeknows this too. Correspondingly, whenthesamehandsignor word is perceived,if theaddressee
doeshappento know that it candenotethe samesuch-and-suchandbelievesthathis or her speakerknows this too,
thenheor shehasa basisfor decipheringthesignalandthusunderstandingthespeaker’s meaning.

Usersof languagessuchasEnglish,rely on many formsof conventionalsignalingdoubletsincludinglexical en-
tries, grammaticalrules,andvariousconventionsof useandperspective. Suchconventionsabstractthe rules and
regularitiesof a language,but not thewoolinessof its actualuse.Nonconventionalcoordinationproblemsinherently
arisein all forms of joint action—andhencein languageuse—andtheir solutionsdependon participants’commu-
nicative skills—their ability to reasonin termsof joint salience,solvability, sufficiency, andimmediacy. Traffickers
in meaningandunderstandinginvariablymustcopewith suchirregularitiesasambiguity, contextuality, indexicality,
andlayering,andonly throughnonconventionalmeanscansuchparticipantcoordinationproblemsbesolved. Indeed,
nonconventionalcoordinationdevicessuchasexplicit agreements,relianceon perceptualsaliences,andthe useof
precedentsall repeatedlyariseandsucceedasaresultof participants’naturalresourcefulness,theirconfidencein their
presuppositionsabouteachother’scommunicative skills, andwhatis commongroundbetweenthem.

2.4.2 TheElementof Timing

Jointactionsarethemselvescomposedof smalleractsof coordinationthatcontinuouslyunfold in time. Although
participantactionsmaybebalancedor unbalanced—thatis, eachpersonmaybedoingessentiallythesamething or
onemay be leadingwhile the othersfollow—theprocessof coordinatingthecontentof joint actionsmustitself be
coordinated.Timing andcognitiveresourcesarealwaysissuesin presentinga coordinationproblem,in discerningits
solution,andin renderinga response.Speakersandaddresseesmustcontinuouslycoordinateeachother’s attention
andbe ableto project the momentwheneachsuccessive part of the joint actionshouldbegin andend. According
to this view, joint actionscanbe thoughtof asbeingmadeup of hierarchiesof synchronouslycoordinatedphases.
Eachphaseis a segmentof joint actionwith a singlefunctionalpurposethat is boundedby a jointly executedentry
point, body, andexit. Peopleemployvariousstrategiesfor continuouslyengineeringthis synchrony. In joint actions
thatarerhythmicor periodic,phaseexits naturallycoincidewith phaseentries,soa simplecadencestrategy canbe
usedto predictphasedurationsandthuseachsuccessive entrypoint. Phaseexits andentriescanalsobe coincident
when,asis moreoftenthecase,joint actionsareaperiodicbut contiguous,suchasin joint activities like conversation.
Whenthis patternholds,a similar but moregeneralentrystrategy canbe adoptedaslong asphaseentrypointsare
jointly salientandcaneasilybe projectedfrom thenatureof thebody of eachprecedingphase.This samestrategy
becomesa boundarystrategy whenentriesandexits arenot coincident. Particularly in coordinatingaperiodicjoint
actions,participantsderive their ability to projecta phase’s durationfrom their experiencewith the substanceand
characterof its body. In conversation,for instance,addresseescontinuouslymonitor the intonationof the speaker’s
voice,thesyntaxof hisor herpresentation,andothercharacteristicsof thepresentation,in orderto projectthecurrent
phase’s duration. It is alsoa given—apart of eachconversant’s commonground—thatsuchmonitoringprocesses
andthe processof understandingtaketime. Processingis in fact a significantpart of the joint actionthat speakers
andaddresseessimultaneouslycarryout. Making allowancesfor processingtime goesbothwaysin all joint actions,
andpeopledevelop robustheuristicsfor estimatingits demandsandfor interpretingwhat it saysabouteachother’s
capacitiesandstateof mind.

2.5 More on the Nature of CommonGround

What distinguishesinformation that is commongroundfor a groupof peoplefrom any other informationthey
mayunwittingly hold in commonis theirmutualawarenessof eachother’spossessionof thefirst kind of information.
In other words, while two or more agentsare unaware of eachother’s knowledgeof the sameinformation, that
informationnecessarilylies outsideof their commonground.But this stateof affairs changeswhentheagentslearn
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of eachother’spossessionof thesameinformation.Now they canconfidentlyappealto theirknowledgeof whatthey
know togetherto coordinatejoint actionsinvolving thismatter, whereasbeforeit wouldhave beenpresumptuousand
possiblycounterproductivefor eitherto have attemptedto usethisparticularinformationasa coordinationdevice.

2.5.1 A Formal Representationof CommonGround

Section2.3.2informally characterizedthenotionof commongroundasthe“knowledge,beliefs,andsuppositions”
participantseachassumethey shareaboutan activity, andTable4 enumeratedhow thecontentsof commonground
canbedividedinto threepartsatany moment.Thesepartsareanattemptto conceptualizetheessentialcomponentsof
eachindividual’srepresentationof thecontext of themomentwith regardto hisor hercounterparts.Moreto thepoint,
includedin thewholeof eachof theserepresentationsis not only theindividual’ssenseof his or herown awareness
of whatever thesituationmight be,but just asimportantly, his or hersenseof thecorrespondingawarenessesof any
othersinvolved. Very broadly, it is theacquisitionof this senseof others’awarenessthatpromotescommonground.
In doinganything together, peoplerequireanexplicit, sharedbasisto indicateany propositionthey taketo bea part
of their commongroundwith eachother. Ultimately any suchbasismustarisefrom oneindividual’sconfidencein
another’sability to beawareof andusethis basis,andvice versa.This insight leadsto a formal representationof the
natureof commongroundClarkdenotesas“CG-shared”:

Common ground (shared basis)
Proposition p is common ground for members of community C if and only if:

1. every member of C has information that basis b holds;
2. b indicates to every member of C that every member of C has information that b holds;
3. b indicates to members of C that p.

Reprinted (with modifications) from Clark, Using language, p. 94, c
�

1996 Cambridge University Press

In this representation,thephrase“has information” is intendedto encompassa rangeof synonymoustermssuchas
“believes,” “sees,” “is aware,” or “knows,” andtheterm “community” is usedto imply a plurality of members.CG-
shared’s secondcondition emphasizesthat any basisfor an elementof commongroundmust be explicitly known
to be sharedby all membersof the immediatecommunity in question—beit large or small. In a broadersense,
when � is takento be eachindividual’sperceptualawareness,this condition’s reflexive character(its self-reference)
alsosuccinctlyexpressesthe natureof what it is to be in communitywith otherswhereinan individual’sawareness
includesbothanawarenessof self andanawarenessof ananalogousawarenessin others.

Althoughit is possibleto representcommongroundin anotherreflexive form thatdealsonly with � andsidesteps
therole of a sharedbasis,therepresentationmadeby CG-sharedis bothmorecomprehensive andmorefundamental.
A mutuallyheldproposition��� caneasilybesupportedby inequivalent,unsharedbases��� and �
	 , but thecorrectchar-
acterizationof this circumstanceis not that ��� is neverthelesscommongroundbut that ��� and �
	 in not beingshared
do not justify ��� ascommonground.Experienceteachesthatholdingdifferentbasesencouragesmisunderstandings,
hencethefollowing principle of justification: In practice,peopletakea propositionto becommongroundin a com-
munity only whenthey believe they have a propersharedbasisfor thepropositionin thatcommunity(Clark, 1996b,
p. 96).

What is individually takento be commonground,though,is an inherentlysubjective matter. Individualsmust
evaluateevery potentialsharedbasisin termsof both the commongroundit indicatesandits quality of evidence—
how well it justifiesagivenproposition.Accordingto theprincipleof sharedbases, for somethingto beacoordination
device, it mustbea sharedbasisfor a pieceof commonground(Clark, 1996b,p. 99). Thus,any supposedlyshared
basisthat is poor evidencefor a difficult or dubiousinferencewill likely makea weakcoordinationdevice because
it haslittle likelihood of indicating the intendedsolution to others. To succeedin coordinatingtheir joint actions,
individualshave a vestedinterestin striving to find or contrive themostrobustsharedbasespossible.

2.5.2 Finding andBuilding CommonGround

Sharedbasesaresofundamentalto thebroadconductof culturalactivities thatentirecommunitiesof individuals
canbe saidto be definedaroundthem. By consensus,membersof suchcultural communitiescanassumethat they
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sharewhatis calledinsideinformation, aricherknowledgeof theircommunity’sconcernsthanwouldbepossessedby
anonmember. Their insideknowledgeis aform of sharedexpertisethatis outsideinformationfor others.Membership
is apowerful sharedbasis.Peopledisplaytheirownandlook for evidenceof others’membershipin thevariouscultural
communitiesto which they belongbecausetheir joint interestsandagendasareso greatlyfacilitatedwhenthey can
establishthiscommunalcommongroundwith others.

Many differentformsof informationarecharacteristicof communalcommonground.People’ssharedknowledge
of their basichumannatureandthepropertiesof thenaturalworld in which they live areperhapsmostfundamental.
More definitive are communallexicons, historiesand facts,andothercultural conventionssuchasa community’s
normsandprocedures.In additionto this area community’s uniqueperspectivesandexperiences,many ineffable,
that constituteit’ s most exclusive inside information. Another characteristicassociatedwith communalcommon
groundis people’sgenerallyrobustability to accuratelygradethedegreeto which they shareinformationwith others
basedon suchcuesastheir awarenessof how onecommunityis relatedto anotherandtheir personalintuitionsand
assessmentsof theirown andeachother’s informationalcapacities.

In additiontocommunalcommonground,peoplerelyonabroadclassof sharedbasesthatarisefromtheirpersonal
experienceswith eachother. For themostpart,theexperiencesthatmakeupanindividual’spersonalcommonground
with othersareeithernaturallyoccurringjoint perceptualexperiencesor joint actions.A sharedperceptualbasisis
anything jointly perceived as it is, whosesaliencemay be indicatedby its obviousnessor by observinganother’s
attentionor gesture.Ordinarily, any suchinstanceof perceptualcopresence—witnessingthesamething together—
satisfieseachof the conditionsof CG-shared.Perceptualbasesaresaidto have natural meaningbecausethey are
not contrivedbut areinsteadnaturallyoccurring. What a joint perceptualexperienceis specificallytakento mean,
however, generallydependsonthecommunalcommongroundof theindividualsperceiving it.

Inferringpersonalcommongroundfrom thesharedbasisof a joint actionalsodependsonthecommunalcommon
groundof the individual participants. In contrastto perceptualexperiences,though,joint actionsaresaid to have
non-natural meaningbecausethey areintentionaleventsandrely on signalingin orderto be carriedout. Oncethe
signalmeaningof ajoint actionhasbeenconveyedandunderstood,its significancecanbetakento becommonground
amongtheparticipants.Engineeringsucheventssothatthey toosatisfytheconditionsof CG-sharedis a fundamental
processin usinglanguage.

Sharedbasesfor personalcommongroundare autobiographicalin natureandoften includepersonallexicons.
They alsoplaya definingrole in determiningwho is a friend,anacquaintance,or anintimate,andwho is astranger—
generally, thegreaterthepersonalcommongroundbetweentwo people,thegreatertheacquaintance.

Indeed,any degreeof commongroundthat may exist betweenpeoplemustbe establishedandbuilt up in their
encounterswith eachother. Various forms of circumstantialand episodicevidencebecomethe sharedbasesfor
inferencesof commonground.Suchevidencecanbeintentionallyor unintentionally disclosed,but it is necessaryfor
this to be explicitly recognizedby eachof the partiesinvolvedfor it to establishany facetof their commonground.
Ultimately, commongrounddevelopsin layers.Eachnew stratumalwaysreliesin somewayon anearlierpiece.

2.6 Other FundamentalNotions in LanguageUse

In theprecedingsections,many of thebroadfundamentalsof Clark’scharacterizationof languageusehave been
set out. Peopleengagein joint activities in order to do things together, and in pursuit of their social ends,they
inevitably mustfind waysto communicatewith eachother. Language,in its broadestsense,solvesthis problemby
enablingonepersonto convey his or her intentionto anotherandachieve its recognition. To carry this out, people
participatein actsof jointly coordinatedreasoningthattakeadvantageof thefact that individualspossessreasonably
similar conceptionsof theworld in which they live. This particularkind of joint actionis essentialto people’s joint
activities. It is not only how they getothersto understandwhatthey meanbut alsohow they cometo know whatthey
have in common—how they establishtheircommonground.In joint actions,peopleposetheir intentionsto eachother
by profferingelementsof their commongroundasa signalbasisfor recognizingwhatthoseintentionsare. It is then
incumbenton audiencesto maketheseconnections,andtheirwillingnessto coordinatewith their counterpartsin this
way is whatmakescommunicative actionsjoint actions.As theseinteractive experiencesaccumulate,sodo people’s
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knowledgeof eachother, therebyenlarging their commonground—thesharedbasisthatmakestheir joint endeavors
possible.Still, therearea few additionalpointsthatshouldbemade,particularlyin regardto joint actions.For Clark,
thisparticipatoryprocessis centralin languageuse.

2.6.1 Speaker’s MeaningandLevelsof Action

On closerinspection,the notion androle of meaningin the useof languageis a bit moresubtlethanmight be
expected.Meaningin thesenseof onepersontrying to indicatesomethingfor anotherto understandis fundamentally
different from the intrinsic or symptomaticmeaningeverydaythings in the world have by virtue of their inherent
nature. This distinction,which is dueto Grice (1957),dividesmeaninginto two types(mentionedearlier in Sec-
tion 2.5.2)—respectively, non-natural meaningandnatural meaning. Both comeinto play in differentwaysin joint
actionsandin language.Becausenaturalmeaningis, in effect, self evident, its primaryrole in languageuseis com-
monly thatof a tacitly recognizedelementin thecommongroundof themomentin people’s joint activities, though
it mayalsoplay otherroles. Non-naturalmeaning,in contrast,is distinguishedby its associationwith thenotionof
signaling.Its role is centralin joint actions.

Non-naturalmeaningitself hastwo components—speaker’smeaningandsignalmeaning. Thedifferencebetween
thetwo is thedifferencebetweenwhatapersonintendsto beunderstoodwhenheor shepresentsasignalandwhatthat
signalmaymeanperse.Speaker’smeaningis inherentlyprecedentialbecausesignalmeaningcanonly arisefrom use.
But speaker’s meaningcanonly beconveyed whenaneffort is madeto understandit. That is, themeaningintended
by a speakercanonly berecognizedwhentheintentionthat it berecognizedis itself recognizedby addresseeswho
thenmustdo their part. Theprinciple is that communicativeactsareinherentlyparticipatoryandnecessarilyentail
bothsignalingandrecognizing. Clark’sformal representationof thejoint natureof speaker’s meaningreflectsthis:

Speaker’s meaning (joint)
In presenting signal s to audience A, speaker S means for A that proposition p if and only if:

0. the communicative act r includes 1 and 2;
1. S presents s to A intending that p as part of r ;
2. A recognizes that p as part of r.

Reprinted (with modifications) from Clark, Using language, p. 131, c
�

1996 Cambridge University Press

Thefactthatspeakers,in signaling,intendfor theiraudiencesto performacorrespondingactof recognitionmeans
that in communicative acts,speakersaremakinga kind of proposal.Very often, in fact, they specificallywant their
addresseesto do somethingmore—andseemingly, they aretrying to accomplishall of this throughthe mereaction
of their presentationsor utterances. Suchutterances,linguistic or otherwise,arecalledspeech acts(Austin, 1962).
If a speakercan get a listenerto recognizehis or her meaning,the effect is called an illocution. If throughthis
understandingaspeakercangetthelistenerto takesomefurtheraction,evenif unintended,theeffect is aperlocution.
An Illocution may standon its own but perlocutionsarealwaysaccompaniedby illocutions, andwhat theseterms
describeis the discharge of speaker’s meaningin oneform or another. Hence,andmoreto the point, illocutionary
andperlocutionaryactscannotbeaccomplishedwithout specificcooperative responsesfrom the listener—responses
that completespecificjoint actions. Speakersare in effect beholdento their addresseesto completewhat they are
proposing.

As it turnsout, speakersandaddresseesmustdo quite a bit togetherto carryout a communicative act. What at
first appearsto beonejoint actionis actuallya hierarchyof several essentiallycontemporaneousjoint actions.This
is hintedat in theway perlocutionsdependon illocutions. Suchhierarchiesaretermedaction laddersbecausethey
canbe decomposedinto seriesof causallyordered,metaphoricallyascendinglevels of action. Action laddersare
ubiquitousin daily life, andspeakersandaddresseescarry out prototypicalexamples. A speakeror signalermust
executea sign in orderto presentthesign in orderto signalwith thesign in orderto proposeonething or another.
Similarly, an addresseeor a recognizermustattend to a sign in orderto identify the sign in order to recognizethe
sign’s meaningin orderto considerresponding.Theupward causalitythat is seenin suchactionladdersdefinesan
orderingthatis irreflexive,asymmetric,andtransitive. Two propertiesfollow from this thatpeopleintuitively depend
on anduse. The first is the propertyof upward completion: In a ladderof actions,it is only possibleto complete
actionsfrom thebottomlevel up throughany level in theladder(Clark, 1996b,p. 147). Theotheris thepropertyof
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downward evidence: In a ladderof actions,evidencethatonelevel is completeis alsoevidencethatall levelsbelow
it arecomplete(Clark, 1996b,p. 148). Whenthe actionsthat signalersandrecognizerscarry out at eachlevel in
their respective actionladdersaretakenfor whatthey properlyare—pairwisepartsof specific,order-dependentjoint
actionsin acommunicativeact—anactionladderof joint actionsemergesthatexhibits thesameupwardcausalityand
thepropertiesof upwardcompletionanddownwardevidence:

Level4 Proposal and consideration
Level3 Signaling and recognizing, or meaning and understanding
Level2 Presenting and identifying
Level1 Executing and attending

Reprinted (with modifications) from Clark, Using language, p. 153, c
�

1996 Cambridge University Press

2.6.2 ProposingandTakingupJoint Projects

Level 4 in theladderof joint actionsdescribedabove is somethingthatgoesbeyondmeaningandunderstanding.
It is theentertainmentof whatClark callsa joint project—ajoint actionprojectedby oneof its participantsandtaken
up by the others(Clark, 1996b,p. 191). The objectof this top-level joint action is to move the participants’real
concerns—theirofficial business—a stepfurther along. But for an addresseeto completethe joint actionbegun at
level 4, heor sheneedsto have alreadycompletedthetransactionat level 3. That is, theaddresseemustalreadyhave
understoodor construedenoughof what the speaker’s intentionsareto formulatea viable response.Although full
construalsarenotalwayspossibleor easyto make,in responding,anaddresseebothagreesin someway to takeup a
joint projectandcomesforth with evidenceof themeasureof hisor herunderstanding.In theeventof amisconstrual,
the addresseemay needthe speaker’s help. To be sure,construalsarea problemfor both partiesin a joint project.
Together, they mustsettleon whatthespeakermeans,andthis is calledthe joint construalproblem.

Construalsarefundamentalto makingsenseof things.Fromthemostbasicinferencesof naturalmeaningto the
mostdifficult exercisesof comprehension,construalsaccountfor mostof whatpeopleunderstand—anddo. Indeed,
peopleoftensignaltheirconstrualspublicly in orderto displayto othersthenatureof theirattitudes,theirconclusions,
andwhatthey understandin any numberof socialcontexts. And soit is with speakersandaddresseesin theircommu-
nicative actsandjoint projects.Signalingactionsthataremeantfor othersareoftenmetby or pairedwith responses
thatareintendedin partto indicateconstruals.Suchresponsesareusuallyopento evaluation.Construalscanberight
or wrongor somewherein between;they maybenominallyflawedor their flaws maygo undetected.How a speaker
subsequentlyintervenesor moveson helpsto settlethe joint construalproblemthatproceedsfrom his or her initial
utterance.

The action-responsepair patternjust describedis indispensablein joint activities. Joint construalscanonly be
achievedby comparingnotes,asit were,andfrom this,suchturn-takingnaturallyemerges.Justasimportant,though,
are the larger, moment-to-momentconcernsof the joint activity itself, the joint projectscarriedout at level 4 that
presupposejoint construalatlevel3. Proposalsandtheirconsiderationanduptakealsorequiretwo-partexchanges,and
whenaction-responsepairsareemployedfor joint projects,they have the following propertiesandarecharacterized
asadjacencypairs:

1. Adjacency pairs consist of two ordered actions—a first part and a second part.
2. The two parts are performed by different agents A and B.
3. The form and content of the second part is intended, among other things, to display B’s construal of the first
part for A.
4. The first part projects uptake of a joint task by the second part.

Reprinted (with modifications) from Clark, Using language, p. 201, c
�

1996 Cambridge University Press

Adjacency pairs efficiently solve two of the problemsparticipantsin joint projectsface at once—how to conduct
business(property4) andhow to settleonwhatthey aredoing(property3). In particular, by thepropertyof downward
evidencein the ladderof joint actionsin communicative acts,anaddressee’s uptakecanbe takenasevidenceof his
or her understanding.As the smallestof possiblejoint projects,the proposalanduptakepatternof adjacency pairs
is ideal for carrying out joint actionswith a minimum of joint effort. It establisheswho the participantsare and
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implicitly definestheir roles,it helpstheparticipantsto coordinatetheentrytimesof their joint actions’phases,andit
standardizesa meansfor jointly introducing,construing,andotherwiseactingon thecontentof their joint actions—
theirofficial business.

Finally, thereis the role of purposeto be consideredin joint projects. The purposeof any joint project is to
accomplishsomething,but what that somethingis must be jointly worked out by its participantswho must then
demonstratetheir commitmentwith their actions.In particular, therearetheserequirements:

For A and B to commit themselves to joint purpose r
1. Identification A and B must identify r
2. Ability It must be possible for A and B to do their parts in fulfilling r
3. Willingness A and B must be willing to do their parts in fulfilling r
4. Mutual belief A and B must each believe that 1, 2, 3, and 4 are part of their common ground

Reprinted (with modifications) from Clark, Using language, p. 203, c
�

1996 Cambridge University Press

Somewhat like joint construals,joint purposesmustalsobe settledon if theserequirementsareto be met. Whena
respondentfails to proceedor agreeto a mutualpurposein full or in part,heor sheis invariablyunableor unwilling
to do so.Becauseall of theserequirementsaresubjectto negotiation,eachparticipanthasa role in determiningwhat
joint purposea joint projectwill serve, whetherthe projectis minimal, in the caseof adjacency pairs,or extended.
Indeed,extendedjoint projectsarejust theemergententerprisesof lesserjoint projectsopportunisticallyengineered
to serve largerpurposesthoughchaining,embedding,andothertactics.In particular, whatactuallytranspiresin most
joint activities is asmucha bendingof agendasasit is anything else. Clark notesthat in reachingjoint construals,
whatthespeakermeansis principallyreplacedby whattheparticipantsmutuallyagreeto takethespeakerasmeaning.
An uptakewill oftensignalwhichof severalconstrualsanaddresseeis willing to entertain.And soindividualagendas
andjoint purposeschangeandadapt.

2.7 Elementsof LanguageUsein Human-Computer Interaction

In its essence,Clark’s theoryof languageuseis a theoryof how peoplesolve theproblemof doing thingswith
eachother. Beginningwith their earliestface-to-faceencounters,peopleacquireandrefinea complex but consistent
bodyof communicativeskills thatbecomesoneof theirgreatestassetsin life, servingthemin onecapacityor another
in virtually everysettingin which languageuseplaysarole. Until relatively recently, it couldalsobetakenfor granted
that theseskills were uniquely reserved for doing thingswith people.

�
However, with the rise of technologically

sophisticatedinformation processingmachineryin this century, this assumptionhasbeenchallenged—atleast in
practicalterms.Increasingly, peopleareenteringinto activitieswith machinesthathavemuchof thecharacterof their
joint activitieswith people.While it iscorrectto saythatpeopleautonomouslyusetools,machines,andmachine-based
systemsbecausethey have beendesignedto amplify or facilitatehumanlimitationsor implementcodifiedprocesses,
etc.,it is neverthelessthecasethatmany human-computerinteractioneventssupportedby userinterfacesare,in effect,
communicative actsbetweenusersandcomputers.That is, many systemsaredesignednot just to interactreflexively
with users,but to work at timeswith their usersin waysthat stronglyresemblethe mannerin which a “real agent”
wouldwork.

This last point wasraisedby Clark in his plenaryaddressto the Associationfor ComputingMachinery’s 1996
Conferenceon HumanFactorsin ComputingSystems(CHI ’96) in Vancouver, Canada.In the shortpaperthatac-
companiedhis talk (Clark, 1996a),� he arguedthatminimal joint projectsbetweenpeople(i.e., adjacency pairs)are
of interestin thedesignof human-computerinteractionbecause“they have long beenthemodelfor communication
with andthroughmachines.” Peoplehave “systematic,economical,androbust” waysof solving thedifficulties that
arisein arrangingto do thingswith eachother, andthesetechniquesareemployedto coordinateeventhesmallestof
joint actionsthatadvancetheir largerjoint activities. In analogousjoint activitieswith computersandotherinteractive
technologies,peopleintuitively try to adaptthesesameskills to advancetheir machine-supportedtasks. Hence,an
understandingof the underlyingprinciplesat work in people’s socially basedcommunicative actsis neededif their
correspondingskills areto besuccessfullysupportedin thedesignof interactivesystems.�

To someextent,companionanimalscouldarguablybeincludedhere,too.�
All quotedmaterialin this sectionis from Clark (1996a).
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To supporttheargumentthatinteractiondesignsregularlyanticipatepeople’scommunicativeskills,Clarkprovides
a numberof commonexamplesin which a proposalplus its uptake—whatdefinesa minimal joint project—isused
as the paradigmfor implementingtransactionsbetweenusersandmachinesandvice versa. He is careful to point
out that suchinstancesareonly genuinejoint projectswhenthe technologyis usedasa mediumfor conveying one
person’s intent to another, suchas in ringing a telephone.In contrast,joint projectsthat involve machine-initiated
proposalsor machine-drivenresponsesonly have“the look andfeel” of therealthing. Thesedesignssucceed,however,
becauseusers“know whatto do.. .by analogywith genuinejoint projects.” Indeed,thechief rationalefor a rangeof
interactiontechniquessupportedby graphicaluserinterfacesis that they too areself-evident,or arequickly learned,
by analogywith directmanipulationspeoplecarryout in therealworld. However, wheninterfacesreflexively and/or
metaphoricallyrepresentuserinputsasautonomousactionsthatappearto be entirely undertheuser’s control,such
eventswouldnot seemto qualify asjoint projects,in spiteof themachine’s invisiblesupportof themetaphor. Rather,
joint projectsin machineinteractiondesignshavethefunctionalcharacterof adjacency pairs,andwhenuserinterfaces
fail to adequatelyleverageor coordinateany of thetermspeopleordinarily try to establishbeforethey enterinto joint
actions,theuserexperienceis certainto belessthanoptimal.

ThepointsthatClark raisesconcerningtheapplicabilityof principlesof languageuseto human-computerinterac-
tion have implicationsthatgo well beyondtheintroductoryexamplesheprovides.Cognitionplaysa role in virtually
every joint actionpeopleenterinto, andmany of its underlyingprocessesarepoorly understoodand/orsimulatedor
areentirelyabsentin currentinteractiondesigns.As Clark notes,“It takesdelicatecoordinationagainstthecommon
groundof theparticipantsto initiate [joint] actions.” This is particularlytruein theconductof extendedjoint projects.
Whenthesecognitive skills areeffectively unavailable,the rangeof expressionandcommongroundin theconduct
of joint activities canbe severely limited. If userinterfacesare to achieve greaterfluency in this regard, it will be
necessaryfor researchers,technologists,anddesignersto identify anddeploymachine-basedmethodologiesthatare
capableof simulatingthe cognitive skills peopleregularly employin their face-to-faceprojectswith eachother, as
well asin othersettingsin which languageuseplaysa role. In thenext sectionof this report,a modelingeffort with
thisagendais described.

3. TASK MODEL TRACING

3.1 Intr oduction

Commongroundentailsboth knowledgeandprocess.Whenpeopleandcomputerscometo a task, they both
begin with acertainamountof backgroundinformation.For people,this is a bodyof presuppositionsthey have about
a numberof things,suchasthe task,thecomputer, their role asa computeruser, andthe task’s real-worldcontext.
Altogether, this is a representationthat servesas the basisfor how they will proceed.In principle, the situationis
muchthesamefor computers.Thestructure,design,anddataunderlyinganapplicationandits userinterfaceembody
a designteam’s presuppositionsaboutmany of the sameissues—thetask, the computer, the user, etc. And this
too is a representation;it standson its own anddetermineshow the applicationsoftwarewill proceed.Thesetwo
complementaryrepresentationsarenecessaryif usersandcomputersareto dothingstogether. And thewaysin which
they correspondandoverlapconstitutetheuser’sandtheprogram’sinitial commonground.

Theknowledgecomponentof commongroundis a pictureof anactivity’ sstateof affairs—whateachof its par-
ticipantspresupposesis jointly known abouteachotherandwhatthey aredoingtogetherat themoment.Theprocess
component,in contrast,determineshow theknowledgecomponentis shaped.As thejoint activity of human-computer
interactionadvances,eachparticipant’s knowledgechangesthrougha processof accumulation.Usersruminateand
keeptrackof thecomputer’s actionsandtheir own, andthis accumulatinginformationis steadilyaddedto their rep-
resentationof theactivity. Programsalsochangetheir representationof thingsasactivities advance.Their displays
changeandinternalstateschangeandtheir storeddataaremodified. For the program,many of thesechangesare
informedby whatareexpectedto be the user’s needs—informationabouttheprogram’s part in theactivity that the
userwill likely wantto beableto get.Whatprogramsandusersjointly presupposeabouttheseaccumulativeprocesses
in eachotheris justasmucha partof their commongroundastheotherpresuppositionsthey have in common.

Many of the changesthatoccurin human-computerinteractionareevanescent,leaving little or no traceof their
occurrencein theenvironment. Thereare,of course,notableexceptionsto this. Computersareusedfor—andexcel
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at—many formsof record-makingactivities. But in mostcases,theseexceptionsoccurasthefocusof anactivity rather
thanin thedoing of it. Evanescenceis a propertyof mostjoint activities (seeTable1), andhumanshave evolveda
sophisticatedcognitiveresourcefor copingwith it, namelytheir memory.

Peopleusetheir memoryto maintaina cumulative recordof their understandingandperceptionsof an activity’ s
events.In joint activities,theeventsthatarepublicareusuallytakento bepartof theparticipants’commonground—
a recordthey presumablyshareof the activity’ s public eventsso far (seeTable 4). But there is more to it than
this. People’s internalrecordof anactivity’ seventsso far is usuallyrich with inferences,annotations,interpretation,
intention,andmeaning,all of whichareproductsof their cognitionasthey participatein anactivity. Betweenpeople,
thesefeaturesof cognitionaretakenfor granted;amongotherthings,peoplerely on eachotherto think aboutwhat
they aredoing andto recognizeevidenceof thinking in eachother. In their joint activities with computersthough,
thesecognitiveaspectsof commongroundcanbe,andusuallyare,brokenin severalways.

History mechanismsin conventionaluserinterfaces,for instance,arenot maintainedby programsfor their own
use.Instead,they exist asa tool for userswho maywish to undoor repeatanactionor seeanexplicit recordof what
they have done.Invariablytoo, theactionsrecordedareonly a portionof whatusersmight reasonablyexpectto bea
recordof theactivity’ spubliceventssofar. Evenso,sinceprogramsdo notordinarilymakeinternaluseof thehistory
they do maintain,userscannotrely on the bulk of their own analysisof theseseeminglyconspicuouseventsto be
sharedby programsfor themutualpurposeof advancingthetask—theirjoint activity. This is justoneexample.More
oftenthannot,programs’actionsaresimplyevent-driven—evanescent,reflexivereactionsto theirusers’inputs.Their
behavior is effectively unconsidered,andusersinevitably mustaccommodatethishandicapin thecommongroundof
their joint activitieswith computers.

The situationbetweenusersandcomputers—thedeficienciesin their commonground—isnot likely to change
appreciablyuntil programsaremoreconsistentlydesignedto simulatethecognitive skills peoplebring to their par-
ticipation in joint activities. How this is donemaynot beasimportantaswhetheror not it is donein thefirst place.
Potentially, any numberof computationalstrategiescanbeemployedin userinterfacesto simulatecognitionto some
level of fidelity—arguably, any methodologyusedto achieve an“intelligent” userinterfacequalifies.Simulatedcog-
nition in userinterfacesaddsto the potentialcommongroundin programs’activities with users.But sophisticated
capacitiesarealsomeritedonly to theextentthatthey makegenuinecontributionsto interactiondesigns.

In onesense,usingsoftwareis somewhat like readinga book.Theuser-readerandthesoftware’sdesigner-author
engagein a joint activity whosecommunicative mediumis spelledout in thematerialdesignof the software’s user
interface. Designconcernsin this perspective are essentiallyissuesof commongroundthat are relevant in what
amountsto a written or preproducedsetting(seeSection2.2). However, in a broaderandmoreimportantsense,the
interactive experienceitself is morelike a joint activity with thesoftware itself in a face-to-faceor copresentsetting.
Anotherway to understandthenatureof this dualinterpretationof aninteractiondesignis to stateit in termsof what
Clarkcallslayersof action(alsodiscussedin Section2.2). In thisview, theuserandthesoftware’sdesignercarryouta
multilayeredjoint activity throughthemediumof thesoftware’suserinterface.In theprimarylayerof action,common
groundis establishedbetweenthe userandthedesignerthroughthe mediumof the designof theuserinterface. In
thesecondarylayer, which transcendstheliteral circumstances,commongroundis establishedbetweentheuserand
therunningprogram.In otherwords,it is the intentionof an interactiondesignfor its userto interactwith theuser
interface—notwith thedesigner—andto adopttheworld of its particularrepresentationof theapplicationtask.In this
sense,themoreaprogram’sinteractivecapacitiesappearto have acognitivebasis,themoretheline betweensoftware
asmediumandsoftwareasagentblurs,hencethebiasof this report—thatusersandcomputersarebothparticipants
in thejoint activity of human-computerinteraction.If this biasis takenseriously, thenthenotionof commonground
itself shouldberecognizedasthesinglemostimportantorganizingprinciplein thedesignof interaction.In any event,
it is arguablyparamountin thedesignof simulatedcognitionfor interactivepurposes.

3.2 Simulating Cognition in a User Interface

In thisandthefollowingsections,I describeaneffort to simulateaninteractivecognitivefunctionin anapplication
userinterface.Theaim is to explorehow, asa participantin thejoint activity of its applicationtask,a userinterface
canmoreconsistentlysupporttheaccumulationanduseof task-relatedcommongroundwith its user.
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Thereareseveral working premisesin this effort. Sincecommongroundis fundamentallya cognitive process,
simulating its computationalnaturemerits an approachthroughcognitive modeling. This leadsto the notion of
a task model, which functionsas a simulatedcognitive representationof the task from the application’s point of
view. Part of this representationmust include a representationof what the userknows aboutthe task, which is
sometimescharacterizedasausermodel. In thecontext of thiswork, theusermodelmorespecificallycorrespondsto
a representationof potentialandestablishedcommongroundwith theuser. Justaspeoplehave personalandshared
representationsof their joint activitieswith others,thefull taskmodelcanbethoughtof astheuserinterface’spersonal
representationof thetask,andits usermodelasits shared representationof thetask(comparewith thematerialat the
endof Section2.3.2).

Cognitivemodelingin thiseffort requiresanapplicationtaskanalysisthatnotonly addressesrepresentingthetask
asjustdescribed,but alsotakesinto accountany interactivecognitivefunctionsenvisionedfor theuserinterface.Since
commongroundbetweentwo agentsmustbeestablishedinteractively ( Section2.5.2),at a minimum,thetaskmodel
mustbe designedto interprettask-relatedeventsandto shareits knowledgeof the taskwith the user. Thus,in the
work presentedhere,interactionsbetweentheuserandtheapplicationaretreatedasjoint actionsof communication
asdescribedby Clark (seegenerallySections2.4and2.6.2,aswell asthediscussionof action laddersat theendof
Section2.6.1). In particular, participantsin joint actionsinvolving meaningandunderstandingcarryout subordinate
joint actionsin cognition—theintentionbehinda signalis formedcognitively by the onepresentingthesignal,and
theprocessof recognizingandconstruingthat intentionis carriedout cognitively by theaudiencefor thesignal. As
a participantin carryingout theapplicationtask,theuserinterface,throughits taskmodel,mustbeableto simulate
thesespecificcognitivefunctionsin its joint actionswith theuser.

As suggestedin Section3.1, making a pronouncementon how a setof task-relatedcognitive skills shouldbe
simulatedin a userinterface(i.e., what specificmethodologyor techniqueshouldbe employedfor this) is not part
of the agendain this effort—ultimately any computationaltechniquethat works well canarguably justify its use.
Thechief rationalefor usingcognitive modelingto simulatecognitionin the work presentedhereis to approachan
ostensiblycognitiveprocess—commonground—fromtheprincipledperspectiveof atheoryof cognition.Thematerial
that follows coversthe modelingandimplementationissuesfacedin this effort andpresentsa functionalpictureof
how theresultingsystemworks. Specifically, a descriptionof how a small applicationprototypedin CommonLisp
hasbeenmodifiedto work with a particularcognitive modelingenvironment,andhow the taskmodel’s function is
conductedwith respectto the actionsandneedsof the userand the applicationis given. Throughout,references
aremadeto the elementsof Clark’s theoryof languageuseasjoint actionthe modelingwork strivesto address.In
particular, thework is concernedwith cognitively modelingelementsof theapplicationtaskthathave thepotentialto
be establishedascommongroundbetweentheapplicationandthe user, andcanbe usedby thesimulatedcognitive
function in theuserinterfaceto aid theuserin understandingandcarryingout the taskitself. Only a portion of the
applicationtaskhasbeenmodeledsufficiently enoughto crediblydemonstratethestatedgoalsof this effort, but two
examplesof how commongroundis usedby thesystemarediscussedin detail in Section3.5.

Theworkingsystemis calleda taskmodeltracingsystembecausecognitionis simulatedby “tracing” application
eventsin thetaskmodel.No attemptis madeto modeltheuseof naturallanguage.Instead,theinteractionmedium—
functionally, thelanguageusedby theuserandthecomputer—is thestandardpoint-and-clickparadigmsupportedby
graphicaluserinterfaces,in which userscommunicatepredominatelywith a mouseanda keyboardandtheinterface
communicatespredominatelywith actions,options,andstatementsin its display. In particular, thetaskmodelinter-
actively sharesits knowledgeof the taskwith the userthroughreports,composedof predeterminedsentences,and
similarly predeterminedadvisoriesthatarepresentedin the form of checkboxlists. All of this materialis displayed
in a specialwindow designatedfor this purpose;how andwhenthematerialis chosenfor displayis a functionof the
taskmodel.

Sincethetaskmodeltracingsystemrepresentsaneffort to simulatecognitionin a userinterfacefor purposesof
human-computerinteraction,thefocusin thework presentedhereis notonissuesof commongroundin thedesignof a
conventionaluserinterface,but ontheproblemof computationallymodelingcommongroundbetweentheapplication
andtheuserasanaccumulative process(seeSection1.2).
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Thetaskmodeltracingsystemcomprisesfour components:thehostapplication,thecognitivemodelingenviron-
ment(acomputationalsimulationof thehumancognitivearchitecture),thetaskmodel,andsomeadditionalconstructs
neededto roundoutthesystem.Thegeneralrelationshipbetweenthesecomponentsis shown in Fig.1. Thehostappli-
cationimplementsan informationenvironmentfor carryingout animaginaryplanningtask.Thecognitivemodeling
environmentcanbethoughtof asa processorfor thetaskmodel,which itself canbethoughtof asa kind of cognitive
program.Theremainingcomponentgroupstogetherall of themodificationsandadditionsto thesystemandtheuser
interfacethatpermit theuserto interactin a directmannerwith the taskmodel,andprovide the taskmodelandthe
applicationprocesseswith accessto eachother. To appreciatehow thecomponentsof thetaskmodeltracingwork to-
gether, it is first necessaryto understandthebasicfeaturesof thecognitivemodelingenvironmentandtheimplications
thisenvironmenthasfor thedesignof thetaskmodel.

Host application
(implements task environment)

Modifications and
additions

access

� �


Cognitive modeling envir onment
(processes task model)

Task model
(cognitive model of task)

Fig. 1 — Thefour componentsof thetaskmodeltracingsystem

3.3 ACT-R

ACT-R (AndersonandLebiere,1998)is oneof a smallnumberof unifiedtheoriesof cognitionthathave emerged
in recentyearsasaresultof whatis sometimescalledthe“informationprocessingrevolution” in thecognitivesciences
(SimonandKaplan,1989).Also calledcognitivearchitectures, unifiedtheoriesof cognitionaremoreor lesscomplete
proposalsaboutthestructureof cognitionthatstrive to accountfor thefull rangeof cognitivebehavior with a single,
coherentsetof mechanisms(Newell, 1990;Anderson,1993). Computerimplementationsof cognitive architectures
provide what areeffectively structuredprogramminglanguagesfor simulatingandmodelingcognition. ACT-R has
beenusedto provide compellingaccountsof high-level cognitionin a wide varietyof circumstancesincludingnavi-
gation,scientificdiscovery, languagecomprehension,andproblemsolving(AndersonandLebiere,1998). A central
claim of the theoryis thatcognitiveskills arerealizedby productionrules—if-thenconstructsthataccountfor many
of theproceduralcharacteristicsof cognition(Anderson,1993)—andassuch,ACT-R is aninstanceof a moregeneral
computationalframework known asaproductionsystem. Productionsystemarchitectureshaveemergedasadominant
tool for complex cognitiveperformancemodeling(Klahr etal., 1987)andhave provento bewell suitedfor cognitive
researchin human-computerinteraction.

ACT-R differs from other productionsystem-basedtheoriesof cognition in a numberof ways that makeit a
goodchoicefor studyingcertainaspectsof commongroundin a cognitively augmentedhuman-computerinteraction
environment. Among thesedifferencesarethe way it views knowledgeandthecontrol of attention,andthe way it
accountsfor theperformancecharacteristicsof memory. Conceptually, thetheoryfunctionsat two levels,onesymbolic
andtheothersubsymbolic. Informationis processedat thesymboliclevel in thesenseof how it is acquired,used,and
stored.At thesubsymboliclevel, informationis processedin neural-liketermsusingcontinuouslyvaryingquantities
thatdetermineits availability andspeedof access,amongotherthings.Sincecognitivemodelingin ACT-R takesboth
of theseprocessinglevels into account,a sketchof each,relevant to thework in this report,is given in thenext two
sections.
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Procedural memory (production rules)
Conditions:

Goal chunk
Other chunks

Actions:
Create chunk
Push, modify, or pop goal chunk
Physical action

Environment

Goal chunk

LIFO goal stack

Declarative memory (chunks)

� �

(match)
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(match) � (push)

������������� � (push)
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(pop)
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 �(perception)

Fig. 2 — A diagramof mostof thefeaturesof theACT-R architectureat thesymboliclevel

3.3.1 Procedural andDeclarativeKnowledge

Figure2 shows thatACT-R dividesknowledgeinto two kindsof symbolicmemory—declarativeandprocedural.
Declarative knowledgeis essentiallythekind of conceptualor factualknowledgepeopleareawareof knowing and
areusuallyableto recall. In ACT-R , declarative knowledgeis representedin a form known aschunks, which canbe
thoughtof asindependent,coherentnodesof information.Chunksarestoredin a“long-term” declarativememoryand
aremodelednotationallyaspatternsof slots thatareassignedvaluesthatarethemselvesotherchunks,for themost
part. A given,arbitrarypatternof slotsdefinesa genericchunktype,andinstancesspecifythis in a specialreserved
slotknown asan isaslot. As anexample,theuser, from thecomputer’spointof view in anACT-R modelof asegment
of human-computerinteraction,mightberepresentedasaninstanceof a“participant” chunkasfollows:

user
isa participant
label “user”
attend no

Thechunkis givenanarbitraryname,in thiscasetheworduser, andits type,participant, is shown in its isaslot. This
chunktypehappensto have two otherslots,a label slot andanattendslot, andtheir valuesin this instancearealso
shown in theexample.

In ACT-R, chunksarecreated,stored,modified,andretrieved throughthe actionof productionrules. Produc-
tion rules(or simply “productions”)aresymbolicrepresentationsof proceduralknowledge—essentially, behavioral
skills—thatarestoredin a separatelong-termprocedural memory. They arecalled“rules” becauseeachproduction
pairsa setof conditionswith a setof actions:
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if
C (a set of conditions) is true

then
carry out A (a set of actions)

A rule’s conditions,which aresimply a template,arealwaysexpressedin termsof a privilegedchunk,known as
thegoal, andotherchunksin declarative memorythatmayberelatedin someway. ACT-R orchestratesthefocusof
attentionin cognitionthrougha last-in-first-out(LIFO) stackmechanismthatis managedby sequencesof production
rule actions.Thearchitectureoperatesin cycles. To becomethecurrentgoal,a chunkmustbe created,or retrieved
from declarative memoryby a productionasoneof its conditions,andthen“pushed”onto thestack.At thestartof
eachcycle, ACT-R first choosesa productionthatmatchesthecurrentgoalandthentries to matchtheproduction’s
otherconditionsagainstthe chunksin declarative memory. This process,calledconflict resolution, is describedin
moredetail in Section3.3.2. As soonasa correspondingsetof matchingchunksis found, they areretrieved and
boundto theproduction,andtheinstantiatedresultis “fired” (its actionsarecarriedout); thisfinishesthecycle.

Severalof theactionsaproductioncantakeareshown in Fig. 2. In additionto creatingchunksandselectinggoals
by pushingchunksontothestack,productionscanalsomodify andremove(or “pop”) thecurrentgoal.Whenachunk
is poppedoff of thegoalstack,ACT-R returnsit to declarativememory. Cognitivemodelsmustalsobeableto interact
with theirenvironment,andACT-R handlesthisby allowing themodelerto addchunksdirectly to declarativememory
(simulatingperception)andby allowing productionsto simulate“physical” actionsthroughLisp functioncalls.

ACT-R’s distinctionbetweendeclarative andproceduralrepresentationsof knowledgefits well with the general
characterizationof commongroundasbothknowledgeandprocessemphasizedin this report(Sections1.1 and3.1).
The knowledgecomponentof commonground—information that is presumedto be sharedby the participantsin a
joint activity—correspondsto adeclarativerepresentationin ACT-R.Theprocesscomponentof commonground—the
cognitive skills participantsemployto accumulateandusetheknowledgecomponent—correspondsto a procedural
representationin ACT-R. For instance,in Clark’s characterizationof the threepartsof commongroundin a joint
activity at any moment—initial commonground, the current stateof the joint activity, andthe public eventsso far
(Section2.3.2)—eachpartcanberepresentedasabodyof declarativeknowledge,in theform of chunks,thatis shared
by theparticipants.Thecognitiveskills thateachparticipantemploysfrom momentto momentto update,maintain,
andusethis bodyof shareddeclarative knowledgeheor shepossessescanberepresentedin proceduralform asa set
of productionrules.

A similar correspondencecanbeseenin thetermsClark usesto formally describethenatureof commonground
(Section2.5.1). Here,both the notion of a shared basisandthe notion of a propositionthat is commongroundfor
themembersof a communityarewell suitedto beingrepresenteddeclaratively aschunks.The role of indication—
the ideathata sharedbasisindicatesa propositionto all of the membersof thecommunity)—isideally represented
procedurallyasa productionrule. ACT-R’s goalstackfacilitatestherelationshipbetweenthesetwo representational
formsof knowledge.Whena declarative,sharedbasisis salientandin focusfor theparticipantsin a joint action,it is
theirproceduralknowledgethatcarriesout thecognitiveprocessof inferencethatindicatesthedeclarativeproposition
takento bein their commonground.In ACT-R, this relationshipbetweenknowledgeandprocessin commonground
canbemodeledby pushinga chunkcorrespondingto asharedbasisonthestack,makingthissharedbasisthecurrent
focus,or goal. Productionrulesthatmatchthis goal thenrepresentprocessesof inferencethat leadto propositional
elementsof commonground.Bothdeclarativeknowledgeandproceduralrepresentationsof cognitiveskill areneeded
to providea computationalaccountof commongroundin ACT-R .

3.3.2 RationalAnalysisandSubsymbolicProcessingin ACT-R

Althoughtheacronym ACT hasa numberof variants,theR in ACT-R standsfor Anderson’s rational analysisof
cognition,a theorythattakescognition’sadaptivecapacitiesto beanoptimizedevolutionaryresponseto thestatistical
characterof theenvironment(Anderson,1990).UsingBayesianestimationtechniques,correspondencesbetweenthe
environment’s demandsandperformancein a wide varietyof cognitive phenomena,includingrecall,categorization,
causalinference,andproblemsolving,canbeunderstoodasrationalbehavioral adaptationswhenanalyzedin terms
of costvsbenefit.Theinsightsof this theoryandits useof Bayesianmethodsarethebasisof ACT-R’saccountof how
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thecognitivearchitecturefunctionallyprocessesinformationat its subsymboliclevel. There,chunksandproductions
areeachsubjectto continuouslyvarying levels of activation,which reflectestimationsof their importancebasedon
previoususe.

The consequencesof subsymbolicprocessingin ACT-R are expressedat the symbolic level in the processof
conflict resolution,mentionedpreviously in Section3.3.1.At thebeginningof eachcycle,any numberof productions
mayhappento matchthecurrentgoal,but in ACT-R they areorderedin termsof their expectedgain. This ordering
is calleda conflict set. Eachproduction’sexpectedgain is a measureof how likely theproductionis to be usefulin
completingtheactivity representedby thegoalchunk,basedon pastexperienceandanestimateof how mucheffort
theactivity will taketo complete.Thefirst productionin theconflict setgetsa chanceto matchthe remainderof its
conditions,but if this fails for somereason,thenext productionis immediatelyconsideredandsoon,until theprocess
is resolved. Eachproduction’s successor failure in the conflict resolutionprocessis thentakeninto accountwhen
ACT-R begins thenext cycle.

Theprocessof matchingaproduction’snongoalconditionsduringconflictresolutionis alsosubjecttoaprobabilis-
tic measure—theactivationlevelsof candidatematchesin declarative memory. ACT-R’s strategy for assigningthese
valuesreflectsthecircumstancesof eachchunk’scurrentandpastuse.Chunkactivationvaluesserve two purposesin
conflict resolution—toorderchunksso that themostactive matchfor eachconditionis chosenandto determinethe
effort neededto retrieve thematches,which is usedin theestimationof expectedgain.

Althoughthespecificdetailsof ACT-R’ssubsymboliccomputationsaredifferentfor productionrulesandchunks,
atagrosserlevel, they havecertaincharacteristicsin common.A centralfeatureof thetheoryis thatthesequantitiesare
“learned” (increased)throughuseandaresubjectto decayover time. In particular, learnedchunkactivationvalues,
which reflect frequency andrecency of use,canbe usedto representthe salienceof declarative representationsin
memory. Salienceplaysanimportantrole in joint actions—itenablestheparticipantsin joint actionsto find solutions
in their commongroundto the problemof coordinatingeachof thesubordinateactionsthat contributeto their joint
actsof communication(seeClark’s“principle of joint salience”in Section2.4.1;seealsoSection2.6.1).An example
of how this subsymbolicmeasureof saliencecanbe usedto indicatea propositionin commongroundis given in
Section3.5.

To work (i.e., to run), ACT-R modelsmust be processedby the ACT-R simulation of the humancognitive
architecture—muchlike computerprogramsrequireparticularoperatingsystemsandprocessorsto run. ACT-R’s
cognitive modelingenvironmentcanbe configuredto work with or without mostof thecomponentsof the theory’s
subsymbolicprocessing.The advantageof this arrangementis that cognitive modelscanbe developedin stagesor
canbeorganizedto addressspecificconsiderations.In part,bothof theseapproacheshave beentakenin developing
the modelpresentedin this part of the report(i.e., Section3); however, not all of ACT-R’s subsymbolicprocessing
mechanismshave beenutilized. Theaim hasnot beento createa highly plausiblecognitive modelbut to appreciate
a numberof computationalproblemsuserinterfacesfacein simulatingthecognitive demandsof commongroundin
interactionswith users.

3.4 The TaskModel Tracing System

Thissectiontakesuptheconsiderationsraisedin prototypingasystemin whicha limited setof task-relatedcogni-
tiveskills is simulatedin anapplicationuserinterfacewith anACT-R model.Thewidespreadcomplaintthatcomput-
erslack ordinarycognitiveskills suggeststhatusersrecognizeaninherentpsychologicalandsocialdimensionin the
propositionof human-computerinteraction(comparewith thenotionof “social interactionof machines”in Norman,
1992).Thecurrentwork is motivatedin partwith this in mind,andby theconjecturethatif userswantapplicationsto
beableto reasonasthey do,perhapsfundamentalcognitiveprinciplesshouldunderliethecomputations.

Thereare certainpracticalshortcomingsto an approachthroughcognitive modeling. For instance,like most
other productionsystemarchitectures,ACT-R is written in CommonLisp, and this makesit difficult to integrate
with systemswritten in otherprogramminglanguages.Theoptionsareto communicatethroughaninterapplication
communicationprotocolor to work entirelyin Lisp. Thelatterrouteensuresmoreflexibility andis takenhere,but this
hasalsomeantthat theentiresystemincurstheslow performanceof an interpretedlanguage.Anotherdifficulty lies
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in thefact thatcognitivemodelingis not easy. It is, at best,aninherentlyiterativeprocessandremainsa difficult and
intuitive,if principled,art. While theworkingmodelpresentedheresucceedsin demonstratingthebasicproposalsof
this report,substantiallylessthanthefull applicationtaskhasbeenfunctionallymodeled.

The taskmodel tracingsystemis comprisedof a prototypedapplicationcalleda “mission planner,” which im-
plementsan imaginarymilitary planningtask andan ACT-R model of a portion of this task. The ACT-R model
implementsthetask-relatedcognitiveskills thesystemis designedto simulateandis thepartof thesystemreferredto
asthe“taskmodel” throughoutthischapter. Theworkingsystemalsoincorporatesacopyof ACT-R’scognitivemod-
eling environment,which is generallyreferredto as“ACT-R.” Themodelingenvironmentis neededboth to process
thetaskmodelandfor its commandset,which is usedto control themodel’s operationsandto modify its state.The
systemis calleda“taskmodeltracing”systembecausetask-relatedeventsare“traced” in thetaskmodelasthey occur.
Thesystem’sgoalis to supportauserinterfacethatcanaccumulateandusetask-relatedcommongroundwith its user.
As adomain,task-relatedcommongroundis takento beknowledgeof andabouttask-relatedinteractionsandthetask
itself. In general,thetaskmodelkeepstrackof theuser’sactivitiesandthestatusof thetaskby monitoringapplication
events. The usercanalsointeractdirectly with the taskmodelthroughan additionalwindow, which augmentsthe
missionplanner’s userinterface(Section3.4.2). In this “task model interactionwindow,” the usercanprompt the
taskmodelto shareits task-relatedinformationandmakerecommendations,which the usercanthenhave the task
modelcarryout. Actionscarriedout by thetaskmodelarealsotakento beelementsof task-relatedcommonground.
The taskmodel interactionwindow anda numberof additionalprogrammingconstructsrequiredto coordinatethe
operationsof thetaskmodelandto facilitatecode-level interactionsbetweentheapplicationandACT-R roundoutthe
taskmodeltracingsystem’scomponents.

Most of theeffort requiredto implementthe taskmodeltracingsystemhasbeendevotedto addressingtheprac-
tical issuesraisedin deriving thetaskmodel.Typically, ACT-R modelsimplementall or mostof thedeclarative and
proceduralknowledgeof interestandthenusethe architectureto model interactionsamongtheseelements.Ordi-
narily, knowledgethat is implementedbeforehandis derivedthroughan iterative processof taskanalysisandmodel
building, and this is the approachthat hasbeentakenhere. Hence,the declarative andproceduralrepresentations
that initially makeup the taskmodeltracingsystem’s baseof task-relatedknowledgemoreaccuratelyrepresentthe
system’s potentialcommongroundwith the user. The taskanalysisprocessmusttakeinto accounta large number
of considerations—thelevel of task-relateddetail,theinteractionmodel,theusermodel,what thetaskmodel’s com-
putationalfunctionsare,andhow thesefunctionswill be synchronizedwith the activities of the restof the system.
Theseandotherrelatedconcernsarediscussedin thesectionsthatfollow, beginningwith a descriptionof themission
planningtask.

3.4.1 A Brief Descriptionof theApplicationTask

The application’s taskdomainis very roughly that of a military strike planningtool. Conceptually, the useris
presentedwith a scenarioin which a limited supplyof tanks,fuel, andmunitionsmustbeusedto engageoneof three
targetdestinationsatvariousdistancesfrom abaseof operationsin animaginarygeography. All necessaryinformation
aboutmissionresourcesandthedestinationsis availableto theuserin theplanner’suserinterface.Many of thefactors
the usermust takeinto considerationin planninga missionare interdependent,and to further complicatematters,
tanksfacea numberof probabilisticrisks of failure in both traveling to andengagingdestinations.Theapplication
userinterface,mostof which is shown in Fig. 3, utilizes a standardpoint-and-clickparadigmfor userinteractions
andis composedof several dialog-boxstylewindows in which theusercanstudyandselectdestinations,equipand
allocatetanks,andevaluatethe successor failure of a mission. The user’s mostfundamentalobjective is simply to
“go on a mission,” andto do this,heor shemustchooseat leastonedestinationandallocateat leastonetank.Only a
portionof thetaskrepresentedby thisobjectivehasbeenthoroughlymodeledin thework presentedhere—specifically
thatportionthatentailstheprocessof choosinga destinationfor themission.Otherfacetsof this objectivehave been
partially modeled,but arenot intendedto berepresentedascomplete.

3.4.2 TaskModelFunctions

Thetaskmodelhasseveral functionsit mustbeableto carryout if thetaskmodeltracingsystemis to participate
with theuseron a cognitive level in theconductof themissionplanningtaskasa joint activity. In the languageuse
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Fig. 3 — A screenshotof theprototypedmissionplannerapplication

approachto human-computerinteractionemphasizedin thisreport,interactionsbetweentheuserandthecomputerare
viewedasactsof communication.Theuserandthecomputerhave strikingly dissimilarandlimited waysof signaling
eachother in the task model tracing system’s graphicaluserinterface—theuser’s presentationsare limited to the
semanticsassignedto thepoint-and-clickformat providedby thesystem,andthesystem’s presentationsarelimited
to what it candisplayanddo—but an interactionmodelof this kind is neverthelessa language.In Clark’s enlarged
definitionof languageuse,all formsof signalingmustbeincluded(Section1.1).

In eachof its interactionswith the userthen, ideally the taskmodeltracingsystemis takento be a participant
in a joint action in which it is either the addresseeor the presenter

�
(i.e., signaler). In joint actionssuchas these

betweenpeople,commongroundis determinedthroughsubordinatejoint actionstheparticipantscarryoutin cognition
(Sections2.6.1and3.2). Thus,the taskmodel’s function is to simulatethecognitive portionof thesystem’s part in
eachjoint actionthat, dependingon its role asaddresseeor presenter, respectively completesor promptsthe user’s
cognitiveactions.

For instance,whenthe systemis the addressee,the user’s input is takento be the first part of a joint actionthe
systemis obliged to complete. As part of this obligation, ideally the systemmust do more than just receptively�

Thetermpresenteris usedheresimply to denotetheaddressingparty(i.e., theaddressor).It is not specificallyintendedto connotethe level
of presentingusedby Clarkasa technicaltermto designateoneof severalsubordinateactionsaspeaker(i.e.,apresenter)carriesout in a ladderof
joint actions(Section2.6.1,p. 13). Presenteris usedherein favor of speakeror signalerbecauseit bestconnotesboththe demonstrativeactions
anddisplayactionsgenerallyseenin human-computerinteraction.
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(andreflexively) processtheuser’s input—aresponsethatcorrespondsmostcloselyin Clark’saction-ladderview of
joint actions(Section2.6.1)to thesubordinate,lower level joint actionsof executing-and-attendingandpresenting-
and-identifying,and is only a portion of what a joint action shouldentail. If the system-as-addresseeis to fully
completethe joint actionthe userhasstarted,it mustalsocarry out its part in the ladder’s upperlevel, subordinate
joint actions—computationally, the taskmodelmustrecognizewhattheuseris signalingandconsiderwhattheuser
is proposing.Thesearecharacteristicallycognitive actionsthatpeopleregularly expecttheir addresseesto carryout
in joint activities. Ideally, it shouldbe no different in userinterfaces.Similarly, whenthe systemis the presenter,
the explicit actionit takesin the form of what it displaysor doesis takento be the first part of a joint action that
requirestheuser’s participationto complete.Usingthecommongroundit presumablyhaswith theuser, thesystem
throughits taskmodelshouldsimulatea cognitive componentin this actionthatpromptstheuser’s recognitionand
considerationof what(proposals)thesystemis signaling.Figure4 illustratesthetaskmodeltracingsystemview of a
human-computerjoint actionschematically.

level 4

level 3

level 2

level 1

Presenter’ s par t:

(cognitive actions) � Proposing
Signaling ���(explicit actions) Presenting
Executing ��

Addressee’ s par t:�� Considering
Recognizing � (cognitive actions)�� Identifying

Attending � (receptive actions)

Fig. 4 — A schematicrepresentationof a joint actionwith thetaskmodeltracingsystem

Beforelooking morecloselyat the taskmodel’s functionsin joint actionswhenthesystemis theaddresseeand
when it is the presenter, it shouldbe notedthat the task model tracing system’s interactionmodel is essentiallya
nonmixedinitiati vedesign. By “nonmixed initiative,” it is meantthat all task-relatedactivities mustbe initiated by
the user, and that neitherthe applicationnor the task model areempoweredto makeindependentdecisionsabout
the task and/ortakeactionson their own. In joint activities, the term initiative attemptsto capturethe notion of
who initiatesor proposesa joint action that takesthe form of a joint project (Section2.6.2) andwhosegoalsare
dominant(comparewith Clark’sdimensionof governancein Section2.3). Initiativeis usuallymixedin joint activities
betweenpeople—atappropriateor even inappropriatetimes,any participantcantakethingsin a new direction. In
human-computerinteraction,mixed initiative is seenwhenever a systemis designedto interruptusers(McFarlane,
1998)or otherwiseactautonomouslyin interactive circumstances.(SeeCohenet al., 1998for a survey of issuesin
modelinginitiative.)Sinceinterruptionsandotherunpromptedor unclearbehaviors canbedisorientingfor users,it is
generallyrecommendedthatusersalwaysbemadetheinitiatorsof actionsin interactiondesigns(Shneiderman,1998).
This recommendationhasbeenfollowedfor userinteractionsin thetaskmodeltracingsystem’s interfaces—boththe
missionplannershown in Fig. 3 (p. 23)andthetaskmodelinteractionwindow, which is describedlaterin thissection
andshown in Fig. 5(b).

In thetaskmodeltracingwork describedhere,thesystemis takento betheaddresseewhenever theuserinitiates
an interactionwith themissionplanneror with the taskmodeldirectly in the taskmodel interactionwindow. In its
role asaddressee,the taskmodeltakeseachuserinteractionwith the themissionplannerandthesystem’s response
(essentially, applicationeventsandfeedback)asa new elementof commonground.So, for example,whentheuser
clicks on a widget in the missionplanner’s Mission Composerwindow, suchas the Map Window button in Fig. 3
that opensup a map of the task’s imaginarygeography(Fig. 5), the taskmodel mustnote this andthe result (the
displayof themapwindow), becausetheseeventsarea basisfor informationthatshouldnow becommongroundfor
both theuserandthesystem.In addition,the taskmodelshouldmakenoteof any task-relatedimplicationsof these
events(i.e., propositions) thatmay reasonablybeknown or of useto theuser. (Comparethesefunctionsof the task
modelwith Clark’s formal definition of commongroundgiven in Section2.5.1;also,seethe materialat theendof
Section3.3.1.) Themostimportantimplication of this sort that the taskmodelkeepstrack of (or traces)in the task
modeltracingsystemis anassessmentof thestatusof thetask.In doingthis,andin keepingtrackof interactionevents
in themissionplannerwhenthesystemis theaddressee,thetaskmodel,throughits initial andestablishedcommon
groundwith the user, maintainsa recordof the secondandthird partsof the joint activity’ s commongroundat the
moment—respectively, thecurrentstateof thejoint activityandthepubliceventssofar (Section2.3.2).



A LanguageUseApproach to Human-ComputerInteraction 25

Whentheuserinitiatesaninteractiondirectlywith thetaskmodelin thetaskmodelinteractionwindow, heor she
is consideredto be promptingthe taskmodelto participatein the taskasa presenter. The task-model-as-addressee
in this casedoesnot specificallynotetheuser’s promptasa basisfor commonground,but insteadtakesit asits cue
to changerolesandmakea presentation. Ideally, taskmodelpresentationsshouldbe of useto theuserandsupport
the advancementof the task. With this in mind, but noting thateachclassof presentationbehavior impactson the
complexity of the taskmodel in termsof its informationrequirementsand its organization,the taskmodel tracing
systemimplementsits presentationsin threeforms—reporting, advising, anddoing. Thefirst two of thesetaskmodel
presentationfunctionsare display-basedand are alwayspresentedat the sametime in the task model interaction
window (Fig. 5(b)). Eachis intendedto givetimely, task-relatedinformationto theuser, aswell asto reinforceeachof
thethreepartsof task-relatedcommongroundat themoment.Throughits reportingfunction,thetaskmodelpresents
theuserwith a summaryof task-relatedeventsthatarerelevant to thecurrentstatusof thetask;this correspondsto a
selectiverepresentationof thepubliceventssofar aswarrantedby thecurrentstatusof thejoint activity. Thesystem’s
initial commongroundwith theuser—the first partof the task’s commongroundat any moment—isrevealedin its
reportsthroughincidentalreferencesto elementsof theuserinterface,specificinteractiontechniques,andfeaturesof
the task,etc. Much thesameis true for thepresentationsmadeby the taskmodel’s advisingfunction. In this form
of presentation,the taskmodelattemptsto contributeto theadvancementof the taskby recommendingtask-related
actionsthe usermay wish to take,baseddirectly on the task model’s assessmentof the current stateof the joint
activity, andimplicitly on its representationof thepubliceventssofar. Further, theserecommendationsarepresented
in aninteractiveformatthatallowstheuser, athisor herdiscretion,to havethetaskmodelcarrythemout individually.

(a) (b)

Fig. 5 — Screenshotsof (a) themissionplanner’smapwindow and(b) thetaskmodelinteractionwindow

The task model’s ability to carry out actionsit recommendsconstitutesits doing function. Carryingout task-
relatedactionsfor theuseris just asmucha form of presentationasareuserinputsbecausethe actionsthemselves
signaltransformationsin thetaskactivity theparticipantscan(andshould)observe. Any suchtask-relatedevent—not
just theonesinducedby theuser—shouldserveasasharedbasisfor commongroundbetweentheuserandthesystem.
Consequently, aspartof its doingfunction,thetaskmodelmustbeableto keeptrackof its own interactionswith the
missionplannerandtheresultingapplicationeventsfor essentiallythesamereasonsthatit keepstrackof thosedueto
theuser—to maintaina currentrecordof thesystem’s task-relatedcommongroundwith theuser.

In summary, in its function asaddressee,the task modelsimulatesthe cognitive componentof the taskmodel
tracingsystem’s joint actionswith theuserprincipally by keepingtrackof theimportanceof task-relatedapplication
eventsandby assessingthe statusof the task. Computationally, thesesimulatedcognitive actionsare intendedto
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correspondto andcompletethosecarriedout by the useraspart of the joint actionthat correspondsto eachof his
or her interactionswith the missionplanner. Conversely, in its function aspresenter, the taskmodelsimulatesthe
cognitive componentof its presentations(asthefirst partof a joint actionwith the user)by usingits representation
of the task’s commongroundat themomentasa basisfor summarizingtheprogressof the taskandrecommending
appropriatecoursesof action. Further, the task model draws on elementsin this samerepresentationof common
groundwhenit carriesout any of its recommendationsfor the user. How the taskmodelsimulatesthesecognitive
functions,both in termsof knowledgeandprocess,anda numberof relatedmethodologicalissuesarecoveredin
detail in thenext threesections,beginningfirst with a descriptionof themethodologyof modeltracingandits usein
thetaskmodeltracingsystem.

3.4.3 ModelTracing

It wasmentionedearly in Section3.3thata centralclaim of theACT-R theoryis thatcognitiveskills arerealized
by productionrules(Anderson,1993).Thereis a sizablebodyof empiricalevidenceto supportthis—asanearlytest
of thepsychologicalrealityof productionrules,ACT-R wasusedasthebasisof aseriesof successful,computer-based,
intelligenttutoringsystems(Anderson,1987).In thesesystems,productionrulesweretakento bethebasicgrainsize
of cognition,andthe operationalpremisewasthat the skills being tutoredideally could be decomposed,cast,and
monitoredat this level. The tutorsuseda methodologycalled“model tracing” to follow thestudent’s efforts andto
comparethem,productionby production,to theidealizedmodelof theskill beingtaught.Mistakeswererecognized
aserroneousproductionsthatweresimilarly tracedin a representationof thestudent,andthis allowedthesystemto
intervenewith suggestionsandexplanations.

As interactivesystemsemployingcognitivesimulations,thesetutorseffectively hadmany goalsin commonwith
thework presentedin this chapter. Not only werethetutoringsystemsin bonafide partnershipwith students,making
thelessonslegitimatejoint activities,but muchof thecontentof their interactions,andthereforetheircommonground,
wascognitive in nature.Although theauthorsof thesesystemswerein pursuitof a somewhat differentagenda,the
modeltracingparadigmprovedto beanelegantschemefor keepingtheproduction-levelcomputationsof their lesson
modelscongruentwith studentactions.

In thework describedhere,themodeltracingparadigmis similarly usedto monitor theuser’s andthe system’s
task-relatedactivities in thetaskmodel—although,not necessarilyon a production-by-productionbasisandnot nec-
essarilyfor thesameimperatives,hencethemodifiedtermtaskmodeltracing. However, therearemany parallels.Just
asamodeltracingtutor employsanidealizedrepresentationof askill andpossiblemistakesin its lessonmodelof the
student,so the taskmodeltracingsystememploysan idealizedrepresentationof the applicationtaskandthe user’s
conceptualview in its taskmodel. In both systems,modeltracing is a reactive process—computationsarecarried
out in responseto userinputs—andin both,modeltracingservesa dualpurpose—tomaintainanup-to-the-moment
accountof thestatusof theactivity andto supportthesystem’s task-relatedinteractionswith theuser.

Taskmodeltracingandmodeltracingdivergemainly in termsof theiragendasandtheirview of cognition.Unlike
modeltracing,taskmodeltracinghasnopedagogicalagenda—theuseris “alwaysright” asamatterof policy (at least
in this work) andthetaskmodel’sonly purposeis to assisttheuserin accomplishingtheapplicationtask.Nor is task
modeltracinganattemptto verify a theoreticalaccountof cognition.Interactions,andnotproductions,aretakento be
thenaturalgrainsizeof activities in applicationuserinterfaces;interactionsinherentlyvary in scopeandexpressive
power, anda traceof severalproductionsmayberequiredat thetaskmodellevel to accountfor all thatis impliedby
a given interaction.Taskmodeltracingdiffers from modeltracingin onefurther respect—whatis traced.Only the
student’scognitionis of interestin modeltracing—thecomputer’s role in thetutoringprocessis viewedaspartof the
instructionalframework but not of interestin what is beingmodeled.In contrast,thegoalin taskmodeltracingis to
modelthepublic andinferredstatusof the taskasa joint activity beingpursuedby both theuserand thecomputer.
Consequently, theactionsof botharemonitoredandtracedin taskmodeltracing.

3.4.4 TaskAnalysisandTaskModeling

Taskanalysisliesattheheartof modeltracingschemes,andtaskmodeltracingis noexception.Generally, theterm
is takento meanan analyticalprocessof decomposinga proceduraltaskandspecifyingits parts. Taskanalysesare
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usedby practitionersin many fieldsfor avarietyof purposes—toformalizeaprocess,to explicateapoorlyunderstood
procedure,to determinethe requirementsof a design,andsoon. In modeltracing,andmoregenerallyin research-
orientedcognitiveperformancemodeling,taskanalysisis oftenusediteratively, first to makeaneducatedguessat the
requirementsof a particularcognitive skill, andthento reviseor refinethecorrespondingrepresentation,realizedin
modelform.

Thegoalof taskanalysisin taskmodeltracingis togatherall of theinformationneededto createthetaskmodel—a
cognitivemodelof anapplication’stask,representedfrom theperspectiveof theapplication. Thetaskmodel’spurpose
is to provide theapplicationwith a capacityto simulatetask-relatedcognitiveactivities thatmaybeof useto theuser.
To carryout this function,the taskmodelmustbeableto work at a numberof differentlevels,mappingtask-related
eventsonto a working knowledgeof both the application’s implementationof the taskandthe user’s concerns,and
supportingdirect interactionswith both the userandthe application(Section3.4.2). The scopeof the taskanalysis
processin taskmodeltracingis consequentlylargeandentailsanumberof conceptuallydifferentanalyses(described
as“phases”of analysisbelow). And, oncetheactualprocessof taskmodelinghasbegun, theseanalysesneedto be
revisitediteratively astheorganizationof themodeltakesshapeandotherpracticalconsiderationsarise.

Task analysisfor the purposeof cognitive modelingis essentiallya processof decomposinginformation into
declarative andproceduralknowledge. If, for example,partof a taskrequirestheuserto pressa button,a first pass
representationof thiswouldlikely entailrepresentingthebuttonasachunk,includingperhapsits stateof beingpressed
or not,andspecifyinganapplicablesetof productionrulesin simple“if-then” form. Sinceproductionrulesrepresent
whenandhow declarative knowledgeis changed,theconditionsideof theseruleswould specifyvariousdeclarative
contexts, andtheir actionsidewould show how the button pressimpactsotherdeclarative representations,suchas
chunkscorrespondingto theimmediatefunctionand/orsemanticsof thebutton. Fromtheuser’s point of view, there
might alsobe otherconceptualconsequencesof the button press,suchasan understandingthat a parameterfor an
indirectly relatedsubtaskhasbeenchanged,andthiswouldbeanalyzedin muchthesameway.

For the applicationuserinterfaceto usefully simulatea setof task-relatedcognitive skills, the taskmodelmust
first possessa coreof backgroundknowledgeaboutthe taskandhow it is implementedby the application.A basic
representationof this knowledgecanbe developedfrom an analysisof theapplicationitself, andthis shouldbe the
objectof thetaskanalysis’first phase.In particular, thegoalhereis to characterizethetask’s proceduraldimensions
in termsof the implementation.For instance,if selectinga particularitem is a proceduralrequirementof the task,
the analysismustspecifythis in termsof how it is actuallydone. Building small, exploratorymodelsof individual
segmentsof thetaskwith ACT-R is a usefuladjunctto this phaseof analysis.

To supporta sharedperspective with theuserasit tracestherudimentsof thetask,themodelmustalsobeableto
recognizeandrepresentwhat is beingdonein termstheusercaneasilyunderstand.Consequently, thenext phaseof
thetaskanalysisfocuseson characterizingthetaskfrom theuser’spoint of view. Thejob hereis to developaneasily
graspedconceptualrepresentationof thetask’s componentsthatcanbeunifiedwith thetaskmodel’s implementation
knowledge.For instance,themodel’s task-level representationof the item selectioneventusedasanexamplein the
previousparagraphwould likely becharacterizedin termsof theitem’s name,its role in parameterizingthenext step
in the task,andso forth. The user’s characterizationof this event, on the otherhand,could be that it completesa
milestonein thetask(if in fact it does),andit is importantfor thetaskmodelto representthis. Goals,strategies,and
meaningfulsequencesof interactionsareall usefulabstractionsfor users.Modeling the taskin this way necessarily
involvesa degreeof subjectivity, but thechallengeis only to establisha viabledegreeof initial commongroundwith
theuseron theseterms.Evena simple,carefullyconsideredanalysiscanaccomplishthis.

The task implementationanduserview modelsderived up to this point must next be unified andcastasa set
of productionrulesandchunksto be processedby ACT-R. In anticipationof this effort, the taskmodel’s functional
organizationneedsto be workedout. As addresseeandpresenter, the taskmodelmustbe ableto follow andreason
aboutthetaskonanevent-by-eventbasis,andcontributeto thetask’sadvancementwhenthetaskmodeltracingsystem
is promptedfor its input (Section3.4.2). Although theseareconceptuallydifferentfunctions,they arenevertheless
interrelated.In particular, realizingandboundingthetaskmodel’sfunctionsin its roleaspresenterwill largelydepend
uponthecomputationsit carriesoutasaddressee.More to thepoint,thesefunctions,dependingontheir role,mustbe
designedto work with eitherthemissionplanneror thetaskmodelinteractionwindow. For instance,thetask-related
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knowledgederived up to this point will form the coreof the taskmodel’s addresseefunction andmustbe able to
responddirectly to specificapplicationevents,for it is in this portionof the taskmodelasa whole that thesystem’s
basicmodel tracingactivities will occur. Hence,an organizationalprocessmustbe imposedon the taskmodel to
coordinatethe actionsof its individual functionsandto enableit to work asa whole with the restof the system’s
applicationanduserinterfacecomponents.Simulatingthisasanadditionalcognitiveprocessin ACT-R wouldgowell
beyondthegoalsof thiswork. Thecompromiseemployedhereis to organizethetaskmodelinto apartialhierarchyof
goal-basedstagesthatareinvokedandmanageddirectlyby theapplicationandthetaskmodelinteractionwindow as
appropriate.How thisschemeworksandis implementedis describedin detailin Section3.4.5.Themodeltracingcore
of the taskmodel’s addresseefunction is thefirst of thesestages,andit’ s processingmustbepromptedby eventsin
themissionplanner. Thesefactorsmustbetakeninto accountastheknowledgederivedsofar is unifiedandrendered
asanACT-R model.

Additional proceduralanddeclarative representationsareneededto supportandstagetheparticipatoryactionsof
the taskmodel’s presentationfunctions,andderiving theserepresentationsis the objectof the remainingphasesof
taskanalysis.Thetaskmodel’s participatoryactions—thepresentationfunctionsgivenin Section3.4.2—requirethe
modelto beableto carryout threeseparateactivities:

1. Reporting: assessing and summarizing the status of the task,
2. Advising: anticipating and recommending relevant actions the user may wish to consider taking, and
3. Doing: performing recommended actions at the user’s discretion.

Eachof thesefunctionssupportsa different interactiongoal andplaysa role in establishingcommongroundwith
the useraswell asadvancingthe joint activity of the task. All of the taskmodel’s presentationfunctionsdepend
directly on its representationof commongroundin the task,but areonly neededwhentheuserpromptsthe model
directly for its input. Consequently, the taskmodelstagesits primaryfunction—following the task—andits presen-
tationfunctions—reporting,advising,anddoing—separately. In particular, themodelfollowsthetaskin responseto
applicationeventsandmakespresentationsin responseto directprompts.Internally, the taskmodel’s stagingmech-
anismsareimplementeddeclaratively astop-level goalsthatareoperatedon procedurallyby stage-specificrule sets.
Externally, thesystem’scontrolof thesemechanismsis supportedwith additionalapplicationanduserinterfacecode.

In additiontostaging,though,anothermodelingstrategy isneededtoorchestratethetaskmodel’spresentations.At
issueis how presentationsareto betiedto thestatusof thetask.In ACT-R,only productionrulescancarryoutactions,
sothestatementsdisplayedby thetaskmodel’sreportingandadvisingfunctionsmustbeproducedby theapplication
of proceduralknowledgeto the currentstateof the model’s declarative memory(Section3.3.1). In practice,this
meansthatthemodelmustcontaina substantialnumberof productionrulesfor makingpresentations.Whenthetask
modelis prompted,it mustdeterminewhichmatterswarrantsummaryand/oradvice,andthenfire theproductionsthat
matchthesemattersandthetask’scurrentstatus.Later, whenthestatushaschangedandthemodelis promptedagain,
someof thesamemattersmaywarrantanotherpresentation,but anentirelydifferentsetof productionswill apply. In
short,themodelmustcontainmany productionsfor eachmatterthatwarrantspresentations—potentially,onefor each
changein thetask’s status!A moreimportantconsideration,though,lies in theproblemof distinguishing onestatus
from another. If the taskis sufficiently represented,its statusat any point will correspondto thestateof themodel’s
declarative memory. However, specifyingeachstatein termsof the uniquecombinationof task-relateddeclarative
representationsthat definesit is both unwieldy andimpractical. A differentapproachis needed,and the oneused
hereassignsnamesto individual taskstatesandrepresentstheglobalnotionof thetask’s currentstatusdeclaratively.
Transitionsarethenmanagedby a correspondingsetof productionrulesthatarestagedby the modelaspart of its
addresseefunction after it hasstagedits primary subfunctionof following the task. Figure6 depictsthe principal
componentsin this process.Froma modelingperspective, this strategy for representingtaskstatesandthestatusof
thetaskmakesit possiblefor anindividualpresentationrule thatappliesto aparticulartaskstateto betied to it simply
by specifyingits name.

Thethird phaseof taskanalysisis concernedwith identifying taskstatesandtheir correspondingtransitionrules.
Beforecoveringtheprocess,though,recall that in thesecondphaseof taskanalysis,theaim is to abstractimportant
task-relatedconcepts,suchasgoalsandstrategiesandsequencesof interactions,into representationsthatarelikely to
befamiliar andeasilygraspedby theuser. The rationalefor makingtheserepresentationsa partof thetaskmodel’s
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Fig. 6 — Representingtaskstatesandthetask’s currentstatusin thetaskmodel. State-changingeventsandtaskstatesarerepre-
sentedaschunksin thetaskmodel’sdeclarativememory. An additionalchunkrepresentingthecurrentstatusof thetaskreferences
theappropriatetaskstatechunkin oneof its slots.Whenastate-changingeventoccursin theapplication,thechunkcorresponding
to it in thetaskmodelis madethegoal. A specificsetof productionrules(designatedt # andt ) in this illustration) thencarryout
theappropriatetransition. (Theactualprocessis moreelaboratethanthis simplified versionindicates.)Theseactionsarestaged
by themodelaspartof its addresseefunction. Thetaskstatesshown in this illustrationcorrespondto thenotionof taskjunctures
describedlaterin thissectionon page30et seq.

reasoningprocessis commonground—themodelis obligatedto sharetheuser’s view if its participationin the task
is to bemerited(Section2.5.1). However, it shouldbeunderstoodthatnoneof theserepresentationsareever placed
directly beforetheuser. Instead,thesearethevery matterswith which the taskmodel’s presentationfunctionsmust
work. Eachservesin thetaskmodelproperasananchorfor all of themodel’spresentationsonthematterit represents
declaratively. In turn, eachof thesepresentationsis anchoredto a taskstate. In the missionplanner, for instance,
choosinga destinationfor themissionis a fundamentalpartof the task,but only thenotion of thedestinationneeds
to be representeddeclaratively in the taskmodelproperto anchorthe larger model’s beforeandafter presentations
on the matter. Thus, evidenceof the model’s accumulatedcommongroundwith the user is exposedthroughits
presentations.Figure7 showshow theanchoringmechanismworks.Eachtypeof presentationfunctionimplemented
in thetaskmodeltracingsystemaddressesa differentconcern.Thereportingfunction is intendedto corroboratethe
user’sunderstandingof thetask,in part,with asummaryof thepubliceventssofar thatis relevantto thecurrentstatus
of the task,andtheadvisoryfunction is intendedto advancethatunderstandingwith appropriaterecommendations.
Hence,beforethedestinationhasbeenchosen,themodeladvisesthatchoosinga destinationis somethingthatneeds
to be done;after the choicehasbeenmade,the modelconfirmsthe significanceof the event in its summaryof the
statusof thetask.

Identifying task states,then, is essentialfor making relevant presentations.In the languageuseview, it is a
fundamentalpart of representingcommongroundin the joint activity of a human-computerinteractiontask. If the
representationsdevelopedin thefirst two phasesof taskanalysiscorrespondmostcloselyto thenotionof initial com-
monground, modelingthetask’sstatuscorrespondsmorecloselyto thenotionof thecurrentstateof thejoint activity
(Section2.3.2). In theapplication’suserinterface,both theuserandthetaskmodelshareanexternal representation
of their joint activity (Section2.3.2andTable5) thatofferscompellingevidencefor their individual,but presumably
mutualrepresentationsof theactivity’ s—andhencethe task’s—status.Its states, asthey occur, becomea matterof
public record—apart of what eachparticipantpresupposes(in theory)are the joint activity’ s public eventsso far.
Consequently, ananalysisaimedat identifying thetask’s statesandtheir correspondingtransitionrulesshouldbegin
with ananalysisof how thesestatescorrespondto thestatesandtransitionsimplementedin theunderlyingapplication.
A practicalconcernfacedin this next phaseof taskanalysis,though,is to developa strategy for definingtaskstates
thatkeepstheir numberin checkandyet providesthe taskmodelwith a viablebasisfor its participationin the joint
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Fig. 7 — Anchoringproductionrulesto presentationmattersandthecurrentstatusof the task. In additionto taskstatesandthe
currentstatusof thetask(seeFig. 6, p. 29),mattersthatmaywarrantpresentations—conceptualelementsof theuser’sview of the
task—arerepresentedaschunksin the taskmodel’s declarative memory. The taskmodel’s display-basedpresentationfunctions
(reportingandadvising)aremadeup of many productionrules(designatedr # anda # in proceduralmemoryin this illustration).
Eachruleisanchoredthesubjectof its presentationand/orwhenit shouldbepresentedby specifyingthecorrespondingpresentation
matterandtaskstatuschunksasapartof its conditionfor firing (i.e., in its if clause).Notethatwhena matteror thetask’sstatusis
usedasthetaskmodel’s goalis a functionof how thetaskmodeltracingsystemimplementsthepresentationprocess(seematerial
on thetaskmodel’spresentationfunctionsatp. 34 etseq.in Section3.4.5).Dependingon thegoal(notshown in this illustration),
theproductionsmarkedwith anasteriskarethosethatarecurrentlyapplicableto thestateof thetaskmodel’s declarative memory
asit is depictedhere.

activity. Theapproachadoptedfor taskmodeltracingis to decomposethe taskinto a setof goalorientedstepsthat
aretakento beof interestto theuser. It shouldalsoberecognizedthatinteractingwith theapplicationis conceptually
differentfrom accomplishingthetask—if,for instance,theapplicationprovidesmorethanonewayto accomplishany
task-relatedstep,therewill not bea one-to-onecorrespondencebetweenthetwo statespaces.Dependingon theuser
interface,ananalysisof thisnaturecanquickly becomea largeproject,andthechallengeis to manageits complexity.
It maynot bepossibleor desirableto exhaustively determineall possiblecorrespondences.In addition,theusermay
find sometaskstatessubjectivelymoresignificantthanothers—apointthatis underscoredby Clarkwhenhedescribes
how peoplekeeptrackof activitiesby formingannotatedrecordsandoutlines(Section2.3.2).

Thestrategy developedherefor identifying andmodelingtaskstates,introducesthe term taskjuncture to denote
any applicationstatethat is part of a direct pathto the task’s goal. An exampleof a juncturein the missionplan-
ner would be the applicationstatereachedby performingthe actionsrequiredto choosethe mission’s destination.
Juncturesdo not correspondto applicationstatesthatarenot on a direct goal path. Retrieving informationabouta
destinationmayhelptheuserto decidewhetheror not to chooseit, but placingtheapplicationin this statedoesnot
move thetaskforward.An application’ssetof juncturesaretakento beits task’sconceptuallysignificantstates.

Taskjuncturesaregenerallyorderdependent,but canalsobe orderindependentwithin groups.Figure8 shows
four examplesof how applicationstatescancorrespondto taskjunctures.All of thejuncturesshown in thefirst three
examples(Fig. 8 (a, b, andc)) areorderdependent,whereassomeof thoseshown in the last example(Fig. 8 (d)),
specificallyjunctures 2 � through 243 , arenot. The waysin which applicationstatescombine,relative to their order
independence,definethecorrespondingtaskjunctures.In thesimplestcase(Fig. 8(a)),applicationstatesarelinearly
orderedand,so,corresponddirectly to orderdependenttaskjunctures:for linearlydependentjunctures265 and 265%78� , it
is necessaryto first reach 265 in orderto thenreachjuncture 265%78� , andsoon. Thenext two examples(Fig. 8(b andc))
show how orderdependentjuncturescorrespondto applicationstatesin othercircumstances.In Fig. 8(b),application
state9/: , which canbereachedfrom 9
5 , is not task-related.In Fig. 8(c), applicationstates9
5 and 9;: arefunctionally
equivalentin termsof thetask.
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Fig. 8 — Fourexamplesof how applicationstates{ maycorrespondto taskjunctures| (compareexample(d) with Fig. 9)

Taskjuncturescanalsooccurin groupscorrespondingto applicationstatesthatarelocally orderindependent.In
general,for a setof } suchstates,thereare } 	�~k� correspondingtaskjunctures.In theexampleshown in Fig. 8(d),
thethreestates9 5 , 9 : , and 9J� mustall bereachedbefore9JKDL BNM , thegoalstate,canbereached.Yet,eachcanbereached
directly from 9 @-A?BDC;A aswell asfrom eachother. Hence,thesethreeapplicationstatesarelocally orderindependent.In
this example,taskjuncture 2 < correspondsto 9 @�A?BNC/A . But since 9 5 , 9 : , and 9J� areorderindependent,they correspond
to a groupof � 	�~�� juncturesthat aredeterminedasfollows. Junctures2 � 2 	 , and 26! correspondto having only
reachedthe respective, singlestatesof 9 5 , 9 : , and 9J� directly from 9 @�A?BNC/A . Since,from eachof thesejunctures,two
moreapplicationstatesmuststill bereached—inany order—before9
K
L BDM canbereached,thenext threejunctures,2 " ,24� , and 24� , respectively correspondto having reachedthefirst of thesetwo remainingstates.Putanotherway, task
junctures26" , 2 � , and 2 � correspondto having reached,respectively, the two states9
5 and 9;: , 9/: and 9 � , and 9J5 and9 � , regardlessof order. (For instance,26" correspondsto having reachedstate9J5 first andthen 9;: , or having reached9/:
first andthen 9J5 ; eitherway, state9 � mustbestill reachednext before 9 K
L BNM canbeachieved.) Finally, then,juncture2 3 correspondsto having reachedall threeof 9J5 , 9;: , and 9 � , again,regardlessof order. Notethatjunctures2I� , 24	 , and2 ! asagroupareorderindependent;soare 26" and 2 � asagroupwhenapproachedfrom 2I� ; andsoon. Thetransitions
in Fig. 8(d)areshown moreexplicitly in Fig. 9.

Theconditionsthatdeterminewheneachtaskjuncturehasbeenreachedmustalsobe identifiedandcastaspro-
ductionrules. With theserulesin place,the taskmodel is ableto representthe situationat any point in the user’s
performanceof the taskin the form of a juncture. Managingcomplexity in this phaseof analysis,though,is essen-
tially a processof compromise.A particularlyusefulapproachcanbeto identify junctureshierarchically, identifying
first the major componentsof the task andthenworking throughspecificapplicationstatesat progressively lower
levels. It is alsoimportantfor thetaskmodelto representapplicationstatesthatarenot taskjunctures(suchas 9
5 in
Fig. 8(b)),especiallywhenthey aregermaneto theuser’sunderstandingof thedemandsof thetask.Onestrategy for
modelingsuchstatesis to treatthemasconceptualelementsof thetaskstatesto which they areconnected;anexample
of thiswill bediscussedin Section3.5.
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Fig. 9 — A differentview of Fig. 8(d)

Theobjectof thefourth—andlast—phaseof taskanalysisis to developthetaskmodel’ssubstantivepresentations.
In the presentwork, the model’s reportingfunction is composedof productionruleswhoseactionsincludedirect
outputof summarytext. Theadvisoryfunctionhasbeenorganizeddifferently—it is composedof productionrules
thatcanbefired. Oncethesecomponentsof thelarger taskmodelhave beendeveloped,they will constitutethetask
model’s actualpresentations.In practice,this phaseis themostiterative andinterwovenanalysisof thefour because
it dependsheavily on theemerging organizationof the taskmodelanda varietyof practicalconsiderationsinherent
in theapplicationenvironment.Examplesof how thesepresentationsappearandareusedin themissionplannerare
givenin thenext section.

3.4.5 A Descriptionof theFull Systemin Operation

Conceptually, thetaskmodeltracingsystemdescribedin thischapteris composedof:

1. A host application: the prototyped mission planner.
2. ACT-R : the ACT-R simulation of the human cognitive architecture.
3. A task model : the declarative and procedural representations of the application task, derived iteratively through

task analysis and model building, which are processed by ACT-R .
4. “Glue”: supplemental user interface and system code and routines necessary to permit the user to interact with

the task model and to permit the task model to participate in the task.

Exceptfor thetaskmodel,which is written in theACT-R cognitivemodelinglanguage,eachof thesecomponentsis
written in CommonLisp, andall functiontogetherin theLisp environmentasa single,unifiedprocess.

The hostapplication’s userinterfaceis madeup of several windows, all but oneof which areshown in Fig. 3
(p.23). Theremainingapplicationwindow, whichshowsamapof themission’sgeography, is shown in Fig. 5(a).The
otherwindow shown in this figure (Fig. 5(b)) is the “task model interactionwindow.” This window, which permits
the userto interactwith the taskmodel, is not part of the applicationproperbut augmentsits userinterfaceandis
availableto theuserat all times. Whenthesystemis launched,only the large“Mission Composer”window andthe
taskmodelinteractionwindow areopened.Theapplication’sotherwindowsareopenedduringthecourseof thetask
throughbuttonpressesor by doubleclicking on individualitemsin theMissionComposer’stankanddestinationlists.

3.4.5.1 BasicModel Tracing Activities

As the userinteractswith theapplicationandapplicationprocessingoccurs,the applicationalsodrivesthe task
modeltracingprocess.It doesthis eachtimea task-relatedeventoccurswith a glueroutinecalledupdate-model that
runsACT-R (andhence,the taskmodel). Ordinarily, ACT-R is run until the model hascompletedthe immediate
processof updatingits representationof the task. This activity of tracing applicationevents in the task model is
repeatedsteadilyuntil the userchoosesto interactwith the taskmodelthroughthe taskmodel interactionwindow
(describedbelow).

To stageboth its modeltracingfunctionandits otheractivities, the taskmodelusesa specialhierarchyof goals.
The topmostgoal in this hierarchyis a chunkof type hold that carriesthecurrenttaskjuncturewith it in oneof its
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slots.This is thesamechunkshown in Figs.6 and 7—labeled“status” for clarity—thatis usedby thetaskmodelto
representthecurrentstatusof thetask.Thehold chunkis privilegedbecauseit is never removedfrom thegoalstack.
It is usedinsteadto indicatewhenrunningthemodelshouldbestopped.Thus,whenever thetaskmodelis at restin
the context of the full taskmodeltracingsystem,ACT-R’s goal stackis emptyexceptfor the hold chunk,which is
deliberatelyleft on top. To run themodel,theupdate-model routinerelieson a subordinateglueroutinecalledstop-
at-hold . ThisroutinerepeatedlycyclesthemodelusingACT-R’s run commandwhenever thehold chunkis not ontop
of thestack.To ensurethatthemodelwill run,theupdate-model routinemustalwayspushanothergoalontothestack
beforeit invokesstop-at-hold . Thegoalit installsis a chunkof typebookkeeping. This andtwo otherchunks,oneof
typeassessment andtheotherof typereport, makeup thenext level in themodel’sstage-relatedgoalhierarchy;this
hierarchyis shown in Fig. 10. An instanceof eachof thesechunktypesis usedto initiate a differentstageof thetask
model’s activities—thebookkeeping andassessment stagescarryout the taskmodel’s responsibilitiesin its role as
addressee,andthe report stageinitiatesthetaskmodel’spresentationfunctions.

top-level goal

(task model at rest)

hold chunk
h h hji�l l ljo

stage-level goals

bookkeeping chunk

assessment chunk

repor t chunk

� �� addressee function stages

presentation function stage. . .

Fig. 10 — Taskmodelstagesandtheir relationto thetop-level goalandthetaskmodel’s addresseeandpresentationfunctions

In orderfor thetaskmodel’srepresentationto remainfully abreastof task-relateddevelopmentsin theapplication,
it is necessaryfor themodelto have essentiallyunrestrictedaccessto theapplicationitself. This issuewasraisedat
thebeginningof Section3.4. If thehostapplicationandACT-R wereto operatein differentlanguageenvironments,it
wouldbenecessaryto factor theentireapplicationsothatit couldbefully accessedandcontrolledby thetaskmodel
via aninterprocesscommunicationprotocol(see,for instance,RitterandMajor,1995).Sincethisapproachalsowould
have requiredthehostapplicationto be implementedfrom thegroundup, it wasnot pursuedin thepresentwork in
order to focus moredirectly on the issueof modelingcognitive aspectsof commongroundin a human-computer
interactiontask.

�
Althoughthetaskmodelis effectively embeddedin theapplication,it is neverthelessa separateprocess.It gains

accessto the applicationby maintainingcopiesof task-relatedapplicationobjectsin specificslotssetasidefor this
purposein its declarative representationsof theseconceptualentities. Whena task-relatedapplicationeventoccurs,
it is incumbenton theapplicationto both run the taskmodelandto presentit with copiesof any applicationobjects
involvedin theevent.This is accomplishedoneobjectata timethroughtheupdate-model routineandachunkof type
code-reference that is usedby thebookkeepingstagesolely for this purpose.In addition,eachtime theapplication
invokestheupdate-model routine,it mustalsoidentify thechunkin the taskmodelthat correspondsto theobjectit
is presentingby specifyingits label—a slot valuethat is associatedwith all suchconceptualrepresentationsin the
model. With this information,the taskmodeltracingprocesscanbegin. Theupdate-model routinedoestwo things
with theinformationit hasreceivedfrom theapplication—itassignsthecopyof theapplicationobjectit hasreceived
to thetaskmodel’scode-reference chunk,andit locatesthechunkwhoselabelit hasbeengivenandmodifiesit to be
attendedto by themodelin theupcomingroundof modeltracing.It thenusesasubordinateroutinecalledpush-chunk
to pushthebookkeeping chunkontoACT-R’sstackandinvokethestop-at-hold routineto run themodel.

Two stagesareinvolvedin thebasicmodeltracingactivitiesthetaskmodelcarriesout in its roleasaddressee—the
“bookkeeping”stageandthe“assessment”stage.Thelatteris devotedprimarily to handlingtransitionsbetweentask
junctures.In the bookkeepingstage,the chunkspecifiedby theapplicationthat is to be attendedto is immediately
identifiedandboundto a slot in thebookkeeping chunk.Thissamechunk(not thebookkeeping chunk)is thenmade
themodeltracinggoalby pushingit ontothestack.If it hasnotalreadybeendonein anearlierroundof bookkeeping,�

An interprocesscommunicationapproachwas,in fact,initially takenin my earliesttaskmodeltracingwork. Few if anyfully factoredsystems
werefoundto exist.
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theapplicationobjectcarriedby thecode-reference chunkis alsoboundto a correspondingslot in themodeltracing
goal. The coremodel tracingproductionrules then takeover. During this phase,the model typically pushesand
popsan additionalgoal or two asneededto fully carry out its tracingactivities. The productionrules involved in
this processusethe model tracing goal’s copy of its correspondingapplicationobjectandpossiblythoseof other
chunksto verify theimmediatestateof theapplication.Junctiontransitioneventsarealsoidentifiedin thisstage.The
applicationrepresentstheseeventsexplicitly by creatingdeclarativerepresentationsfor themandpassingeachevent’s
labelto theupdate-model routine.A correspondingsetof bookkeepingstageproductionrulesinterceptsthesechunks
whenoneof themhasbeenmadethemodeltracinggoalandprimesthemodeldeclaratively to changejuncturesin the
assessmentstagethatfollows. (Figure6 shows thestate-changingprocess.)

As thebookkeepingstagecompletesits modeltracingactivities,any task-relatedgoalsthathavebeenpushedonto
thestackareremoved,includingthemodeltracinggoal.Thisrestoresthebookkeeping goalto thetopof thestack.The
modeltracinggoalwill beneededagainduringtheassessmentstage,soit is now boundto theassessmentstage’sgoal
chunk(the assessment chunk). The bookkeepingstagecompletesits activities by “cleaningup” the bookkeeping
andcode-reference chunks(binding their critical slots to neutralvalues,which readiesthemfor the next roundof
bookkeeping)and thenreplacingthe bookkeeping goal chunkon the stackwith the newly configuredassessment
goal,signalingthebeginningof theassessmentstage.

The task model now turns its attentionto assessingits representationof the task’s statusand to managingits
supportfor the presentationfunctions. The bookkeepingstage’s model tracinggoal is pushedbackonto the stack
and,at the sametime, a copyof this chunkis addedto an external list calledthe *report-list* that is usedby oneof
thepresentationfunctions’glueroutinesin the “report” stage(seebelow). Thereinstatedmodeltracinggoal is then
evaluatedby a specificsetof assessmentstageproductionrules. All but oneof the rulesin this setareanchoredto
the currenttaskjuncture,andall arepartof a larger setof rulesthat representtransitionsbetweentaskjuncturesin
the taskmodel. (Essentially, theproductionrulesdenotedt 5 and t : in Fig. 6 representmembersof this set.) When
the goal representsa transitionevent, the taskjunctureindicatedby the correspondingtransitionrule is installedin
the privilegedhold chunk—thetaskmodel’s topmostgoal—bya further setof assessmentstagerulesdedicatedto
this purpose.If no transitionevent hasoccurred,a fall-back rule—theonenot anchoredto thecurrentjuncture—is
applied.In eithercase,themodeltracinggoalis thenpopped,andtheassessmentstagecompletesits work by cleaning
up its goalchunkandany otherutilitarian chunksit hasusedin theprocess.Theassessment chunkis thenpopped,
restoringthehold chunkto thetop of thestack.

3.4.5.2 PresentationFunctions—Reporting,Advising, and Doing

Up to this point, only the taskmodel’s passive activities have beendescribed.To interactwith the taskmodel,
the userpressesa button labeled“Prompt” in the taskmodel interactionwindow (Fig. 5(b)). This button invokesa
glue routinecalledprompt-task-model that is oneof several usedto supportthetaskmodel’s presentationfunctions.
Promptingthe model resultsin a two-partdisplay of information in the task model interactionwindow. Both the
model’s reportingandadvisoryfunctionsareinvoked. In theupperhalf of thewindow, themodel’s reportfunction
presentsa summaryof thetask’sstatus;in thelowerhalf, themodel’sadvisoryfunctionpresentsaninteractive list of
recommendedtask-relatedactions.

Althoughthetaskmodelcarriesout its modeltracingactivities—itsaddresseefunction—essentiallyasa running
model,the major part of its presentationfunctionsis carriedout in a morefragmentedmannerasan iteratedseries
of shortmodelrunscoordinatedby glueroutines.Theprompt-task-model routinebegins thepresentationprocessby
calling a subordinateroutinenamedreport-task-status. This routineinitiatesthe model’s “report” stageby pushing
the last of the model’s threestage-relatedgoals—thereport chunk(Fig. 10)—onthe stackandrunning the model
with thestop-at-hold routine.A dedicatedproductionrule immediatelyflagsthisgoalto indicatethatthereportstage
is in progressandthenreplacesit on the stackwith the chunkthat correspondsto the currenttaskjuncture. When
stop-at-hold commencesthe next ACT-R cycle, a productionrule in the reportstage’s proceduralmemorymatches
thejunctureandissuesa correspondingsentence-lengthstatementthatbroadlysummarizesthetask’s statusandthen
popsthegoal,exposingthehold chunk.Thesummarysentenceis not immediatelydisplayed,but is storedin abuffer
called*report-buffer* which is displayedall atonceat theendof thereportstage.
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With thehold chunknow on top of thestackagain,stop-at-hold ceasesto run themodel,andcontrol is returned
to the report-task-status routine. A subordinateroutinenamedget-reports is usednext to generateany additional
summarystatementsthatmayberelevantto reportingthecurrentstatusof thetask.Theget-reports routinedoesthis
usingthe*report-list* of modeltracinggoalchunksthatis managedby theassessmentstage(seeabove). Thesechunks
arethe presentationmattersdepictedin Fig. 7. Oneat a time, eachchunkin the list is pushedonto the goalstack,
andthemodelis run via thestop-at-hold routine.Thisallows thereportstage’sproceduralmemoryto matchthegoal
andissuea summarystatement,just aswasdoneat the beginning of the reportstagewith thecurrenttaskjuncture.
If for instancein Fig. 7, themattersnamedA andC have both beenaddedto the *report-list* duringtheassessment
stage,andthecurrentstatusof thetaskis 2, asis shown, thentheproductionrulesr ! andr " markedwith asterisksin
proceduralmemorywouldapplyin successionduringthisprocess.In general,thereportstage’sproceduralmemoryis
composedof rulesthathandleall of themodel’s juncturedependentandjunctureindependentreporting.Eachgoalis
immediatelypoppedafter it hasbeenmatched.Any correspondingcontributionsto thestatusreportarealsobuffered
in the*report-buffer* list.

Whentheget-reports routinecompletesits work, control returnsagainto the report-task-status routine.Thehold
chunkis againontopof thestack,andnow report-task-status initiatestheendof thereportstageby pushingthereport
chunkbackontothestackandrunningthemodel.Anotherdedicatedproductionruleunflagsthereport goal,indicating
thatthereportstageis now complete,andthenremovesit from thestack.With thehold chunkexposedagain,control
now returnsto the prompt-task-model routine,which immediatelydisplaysthe contentsof the *report-buffer* in the
upperportionof thetaskmodelinteractionwindow, completingtheactionsof taskmodel’sreportfunction(Fig. 5(b)).

Theprompt-task-model routineturnsits attentionnext to orchestratingthetaskmodel’sadvisoryfunction. It does
this by calling a subordinateroutinenamedanticipate. In the taskmodel describedhere,the advisoryfunction is
conceived asa subsetof the model’s productionrulesthat matchthe hold chunkwhenit is the goal andthe model
is at rest. Sincethe hold chunkcarriesthecurrenttaskjuncturewith it in oneof its slots,an advisoryfunction rule
thatcorrespondsto a particulartaskstateonly needsto specifythecorrespondingjuncturein its goalcondition.The
anticipate routinetakesadvantageof this designby forcing ACT-R to generateits conflict set(Section3.3.2)without
runningthemodel. Again, for instance,if in Fig. 7 thecurrentstatusof thetaskis 2, asshown, theproductionrules
a ! anda " markedwith asterisksin proceduralmemorywouldmakeup this conflict set.Theadvisorystatementsthat
the modelpresentsfor a given stateof the taskarecarriedby the correspondingproductionsin a technicalfeature
known astheir “documentationstring.” Oncetheconflict sethasbeengenerated,theanticipate routineextractseach
production’sdocumentationstring.Thesearethencollectivelypassedto asubordinateroutinecalledprint-anticipation-
explanations thathandlestheir displayasa groupof checkboxesin the lower half of taskmodelinteractionwindow
(Fig. 5(b)).

Thetaskmodel’s advisoriesarepresentedasa suggestionlist of recommendationsthatthemodelanticipateswill
beinformativeandwill contributeto theadvancementof thetask.Eachrecommendationalsorepresentsanactionthe
modelcancarryout for theuserat his or her request.Collectively, theseactions,andtheproceduralanddeclarative
representationsin thetaskmodelthatareneededto carrythemout,constitutethethird of thetaskmodel’spresentation
functions—its“doing” function(seeSections3.4.2and3.4.4).Theprint-anticipation-explanations routineconfigures
theadvisorylist, asa practicalmatter, so thatonly onerecommendationcanbe checkedat a time. Whenandif the
userwishesto have the taskmodelcarryout a recommendedaction,heor sheclicks on its correspondingcheckbox
andthenpressesthe taskmodelinteractionwindow’s “Do It” button(Fig. 5(b)), which invokesa glueroutinecalled
force-rule-to-fire.

Sincethehold chunkis still on topof thestack,aftertheforce-rule-to-fire routinehasidentifiedtheproductionrule
that is to befired, it sidestepsthestop-at-hold routine,makestherule known to ACT-R, andrunsACT-R directly for
onecycle. This fires the rule. Eachof the productionrulesthat makeup the taskmodel’s advisoryfunction, when
fired, immediatelypushesa new goalonto thestackthat identifiesthespecificactionthemodelis to carryout next.
After this occurs,the productionsthatmakeup the taskmodel’s doing function takeover. With the hold chunkno
longerontopof thestack,force-rule-to-fire now usesthestop-at-hold routineto run themodel.Theactionrepresented
by thegoalis thencarriedoutby aspecificgroupof rulesthatmustaddresstheparametersof theactionanddrive the
applicationdirectly. Theparametersof theactionmustbederivedfrom thetask’s accumulatedcommonground,and
anexampleof how ACT-R canbeusedto accomplishthis is describedbelow in Section3.5. Driving theapplication
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directlyposesadifferentproblem,sincetheapplicationitself ordinarilydrivesthetaskmodel’smodeltracingfunction
throughits invocationsof theupdate-model routine.Thesolutionis to suspendtheupdate-model routine’sability to
call stop-at-hold while the force-rule-to-fire routineis in effect, andto makeit the doing function’s responsibilityto
carryout themodeltracingactivities thatwouldotherwisebeinvokedby theapplication.This allows thetaskmodel
to traceits own task-relatedactions.

3.4.5.3 Summary of the System’s Operation

Figure11 presentsaconceptualoverview of thetaskmodeltracingsystem,showing how its majorcomponents—
the missionplannerapplication,ACT-R, the taskmodel,andsupplementalsystemcodeandroutines,referredto as
“glue”—arerelatedto eachotherandinteract.

Throughits taskmodel,thetaskmodeltracingsystemimplementsaninteractivecognitivesimulationof a portion
of themissionplanningtaskdescribedin Section3.4.1.Thesimulationis anACT-R processthatmodelsthetaskasa
joint activity in which thesystemparticipatesin joint actionswith theuseraseitheraddresseeor presenter, depending
on thenatureof theinteraction.As theaddressee,thetaskmodelpassively accumulatestask-relatedcommonground

ACT-R (processes task model)

Application
(“mission planner ;”
includes system
glue routines)

Task model
addressee function

Bookkeeping

Assessment
�application

events

presentation functions

Reporting

Advising
� user

prompts �reports and
suggestions

Doing � user
requests� carrying out

user requests

Task model
interaction windo w
(augments applica-
tion user interface;
includes system
glue routines)

User inputs

P P
Fig. 11 — A high-level view of theprincipalcomponentsof thetaskmodeltracingsystem.Throughits taskmodel,thetaskmodel
tracingsystemimplementsa cognitive simulationof the processof accumulatingcommongroundwith the userin the mission
plannertaskasan ACT-R process.Using a numberof supplemental“glue” routines,thesystemrespondsto userinputsin both
themissionplanner’s applicationuserinterfaceandthetaskmodelinteractionwindow, which augmentsit. As addressee,thetask
modelrespondsto applicationeventsby stagingits bookkeepingandassessment functions,which carryout thesystem’s coretask
modeltracingactivities. Whentheuserpromptsthe taskmodeldirectly in the taskmodelinteractionwindow, the taskmodel’s
reportingfunction is stagedandthenits advisingfunction is carriedout. Theresultingpresentations—asummaryof thetaskand
a suggestionlist of recommendedactionsthe taskmodelcanalsocarry out individually for the userat his or her request—are
shown in thetaskmodelinteractionwindow. Whentheuserchoosesto have thetaskmodelcarryouta recommendation,it’s doing
functionfirestheproductionrule associatedwith therecommendation,andthencarriesout therequestby interactingdirectlywith
theapplication. Interactionsbetweenthe taskmodelandthe applicationarealsotracedby the taskmodel’s addresseefunctions
(comparewith Fig. 1).
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with theuserin responseto hisor herinputs,whicharemodeledaspresentations.As thepresenter, thesystem’sinitial
andaccumulatedcommongroundis thenusedto determinewhatinformationshouldbeusefulto displayandhow the
systemshouldproceedif theuserchoosesto have thesystemcarryout arecommendationit hasmade.

The taskmodel’s addresseefunction is drivenby themissionplannerwhentask-relatedapplicationeventsoccur
in responseto userinputs. To do this, theapplicationis modifiedto invokeandsupplymodel-specific,task-related
informationto asystemglueroutinecalledupdate-model thatservesasacontrolinterfacebetweentheapplicationand
thetaskmodel.Whenthetaskmodelis runby theupdate-model routine,its addresseefunctionis orchestratedwith a
hierarchyof specialgoalsthatstagethesystem’sbasicmodeltracingactivities. Thetopmostgoalin thishierarchy, the
hold chunk,is usedto halt therunningmodelandis never removedfrom ACT-R’sgoalstack.Thissamechunkis also
usedby themodelto specifythecurrentstatusof thetaskasa taskjuncture(Section3.4.4).Two of thethreegoalsat
thenext level in thehierarchyareusedto carryout theaddresseefunction.(Thethird goal,describedbelow, is usedto
stagea presentationfunction.) During the“bookkeeping”and“assessment”activities stagedby thesegoals,thetask
modelfollows the taskandaccumulatestask-relatedcommongroundby tracingapplicationeventsandupdatingits
representationof thetaskandthetask’sstatus.

In additionto working with themissionplanner, theusercaninteractdirectly with the taskmodelat any time by
promptingit in thetaskmodelinteractionwindow, whichaugmentstheapplication’sregularuserinterface(Fig. 5(b)).
Whenprompted,this window displaysa summaryreportof taskactivity andanadvisorylist of task-relatedsugges-
tions. The suggestionsarerecommendationsabouthow to proceedin the task that arepresentedinteractively asa
groupof mutually exclusive checkboxes. Individual recommendationscanbe carriedout by themodelat theuser’s
discretionby choosingonein thetaskmodelinteractionwindow andpressingthewindow’s“Do It” button.

Thesummaryreportsandrecommendationsthetaskmodeldisplaysin thetaskmodelinteractionwindow andthe
setof actionsit cancarryout for theusercollectively makeup thetaskmodel’spresentationfunctions.Eachof these
functionsis carriedoutby thesystemin adifferentway. Thereportfunctionis stagedby thetaskmodelusingthethird
of thethreegoalsunderthehold chunkin thehierarchyof goalsusedin stagingthemodel’sbookkeepingandassess-
mentactivities,but is controlledby a glueroutinecalledprompt-task-model thatrunswhenthetaskmodelinteraction
window is prompted.Thetaskis thensummarizedby pushinga seriesof goalchunksaccumulatedin theassessment
stageontothestackandrunningthetaskmodelincrementally;reportfunctionproductionrulesthatareapplicableto
thesegoalsgenerateeachsegmentof thereport.Thetaskmodel’sadvisoryfunctionis alsocoordinatedby theprompt-
task-model routine.Presentationsof recommended,task-relatedactionsaremodeledasa setof productionrulesthat
matchthe hold chunk—whichspecifiesthe task’s status—whenthe taskmodel is at rest. Individual rulesrelevant
to a specifictaskstateareanchoredto that stateby specifyingthe appropriatetaskjuncturein their goal condition.
Theserulesarethenidentifiedin theprompt-task-model routine,andtheir correspondingpresentationsaredisplayed
asa setof checkboxes,by forcing ACT-R to passively generateits conflict set—thesetof productionrulesthatare
applicableto thecurrentgoal. The taskmodelimplementsits doing function—itscapacityto individually carryout
theserecommendations—withthe helpof an additionalglue routine,force-rule-to-fire, that forcesACT-R to fire the
associatedproductionrule whentheuserchecksa recommendedactionandpressestheDo it button. This pushesa
goal representingtheactionthe taskmodel is to performonto thestack,andtherunningmodelthencarriesout the
actiondirectlyby interactingwith theapplicationasa user. Sinceall task-relatedapplicationeventsaretakento bea
basisfor commonground,thetaskmodelmustalsotraceits own presentation-orientedinteractionswith themission
planneraspart of its doing function—justastheuserpresumablymonitorshis or her own userinputs. Section3.5
presentstwo differentexamplesof how thetaskmodelis ableto usecommongroundin its presentations.

3.5 CommonGround in TaskModel Presentations—Two Examples

The centralpremisebehindthe ideaof task model tracing is that human-computerinteractioncan be usefully
likenedto a joint activity betweentwo people. Although in onesensean interactive applicationis only a tool, in
anothersenseits computationalnaturemakesit a legitimate—albeitlimited—participantin the activity it hasbeen
designedto support. What limits an applicationmorethananything elsein this role is a generallack of the kinds
of cognitive skills a personin its placecould be expectedto possess.Although taskmodel tracing is certainlyan
attemptto examinethenatureof this limitation throughcognitivemodeling,thelargerconcernin thework presented
hereis not so muchwith how suchskills canbe simulated,aswith whatskills areneededin thefirst place. Clark’s
work emphasizesthatwhatparticipantsin joint activitiesmakeuseof arecognitiveskills thatsupportthepossession,
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accumulation,anduseof commonground—andthat it is throughthe exerciseof theseskills that advancementin
joint activities may be characterized.As partof their commonground,peoplecounton eachotherto possesssuch
skills andlook for evidenceof their presencein eachother’spresentationsin orderto capitalizeon them.Whenthese
skills arefoundto bewantingor missing—ineffect,whenthereareimbalancesin commonground—communication
is hamperedandjoint endeavors becomeproblematic.Themorecapableparticipantmustwork harderandbe more
resourcefulto bring aboutthe goalsof the joint activity—and this is exactly the situationa useroften facesin the
context of human-computerinteraction.

If cognitionis to be simulatedin a userinterface,thenit mustbe designedto do morethansimply reasoninde-
pendentlyaboutthetask—tobecredibleanduseful,it mustbedesignedto convey theextentof its commonground
with theuserthroughits presentations.This worksat several levels. For instance,it canbeassumedthat theuseris
interestedin how theapplicationcanassistin performingthetask,sotheapplicationshouldbepreparedto makethis
sort of informationreadilyavailable. As the taskadvances,theuser’s representationof it asa joint activity steadily
accumulates.It shouldbe easyfor the userto corroboratethis understandingwith the application’s own versionof
things—whathasbeendoneandby whom. And in instanceswherean actiontheusermight ordinarily performhas
beendelegatedto theapplication,theremaybeparameterswhosesaliencecanbedeterminedonthebasisof theaccu-
mulatedcommonground,andtheapplicationshouldchooseaccordingly. Two examplesdetailinghow thetaskmodel
for themissionplannerbehaves in specificsituations,onecomputationallystraightforwardandthe otherexploiting
oneof ACT-R’s subsymbolicprocessingmechanisms,aregiven hereto illustratehow the taskmodel tracingwork
describedin this reportseeksto addressthesepoints.

Thefirst exampleconcernsthemissionplanner’smapwindow (Fig. 5(a)).Thiswindow is notdisplayedwhenthe
applicationis first opened,but accessto it is availableby pressingtheMap Window button in themissionplanner’s
largeMissionComposerwindow (Fig. 3). Whentheuserpromptsthetaskmodeldirectlyandthemapwindow hasnot
beenopenedyet, oneof thesuggestionsthe taskmodel’s advisoryfunctionpresentsis that theusershouldconsider
openingit. Openingthemapis not anactionthatdirectly movesthetaskforward,but it is neverthelessanimportant
partof the application’s supportfor the taskbecauseit presentsthe userwith a usefulrepresentationof the mission
geography. Indeed,oncethemapwindow hasbeenopened,a taskanalysisshoulddocumentthat therearea number
of task-relatedpropositionsaboutmissiondestinationsthatcannow beinferredby thesystemto becommonground
onthesharedbasisof whatis shown in themap,suchas,for example,eachdestination’srelativedistanceandcompass
directionfrom the“Base”shown in thelowerright corner. RecallthatClarkformally definescommongroundin terms
of propositionsthat follow from sharedbases(Section2.5.1). Although this particularinformationis not currently
a part of the taskmodel,otherelementsof commongroundrelatedto openingthe mapwindow are. The act itself
of openingthe mapwindow is a public event, with certaincharacteristics,that readily servesasa sharedbasisfor
propositionsthat both the userand the systemshouldhold in commonafter its occurrence.Sincethe task model
canalsoopenthe window whenits recommendationto do so is shown in the taskmodel interactionwindow, one
characteristicof the event after it hastakenplaceis simply who carriedit out—thesystemor the user. Another is
the simple fact that the window is now open. As a participantin the joint activity of the task,how the taskmodel
usestheseandothermundanebut task-relateddetailsin any of its subsequentpresentationsis importantbecauseof
theevidenceof commongroundthis providesfor theuser. Thus,oncethemapwindow hasbeenopened,unlessit is
closedagain,thesystemappropriatelyno longerincludesa recommendationto openit in its advisorylist. Instead,to
corroboratetheuser’sown recordof whathastranspired—thepubliceventssofar—areferenceto thewindow’shaving
beenopened,andby whom,is presentedin thetaskmodel’ssummaryreport. If theuserhassubsequentlyclosedthe
map,thesummaryreportreflectsthis too,but the taskmodelalsoaddsa subsequentrecommendationaboutlooking
at the mapagainto its advisorylist.

�
What is importantaboutthis exampleis that it demonstrateshow task-related

commongroundcanbemodeledandusedby a userinterface.As a sharedbasis,eachcharacteristicassociatedwith
a publicly occurringapplicationevent—inthiscase,openingandclosingthemapwindow—canbeidentifiedthrough
a taskanalysis.Throughfurther analysis,how thesecharacteristicscanbe usedby both the userandthe systemto
advancethe taskcanalsobe identified. A computationalmodelcanthenbedevelopedfor thesystem’s useof these�

Whenthe userhasopenedthe window, the taskmodel’s summaryreports,“You have openedthe mapwindow.” Whenthe actionhasbeen
carriedout by thetaskmodel,thereportreads,“The systemhasopenedthemapwindow for you.” After themaphasbeenclosed,thetaskmodel
reports,“The mapwindow hasbeenopenedandclosed,” andits advisorylist recommends,“Considerlooking at themapagain.” (Note thatthis is
differentfrom theinitial recommendation,“Consideropeningthemap.”)
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elementsof commongroundin orderfor it to participatein the joint activity of thetask. Wheninteractionsbetween
theuserandthesystemareinterpretedasjoint actions,it is computationssuchasthese,which functionallysimulate
cognitionwhenthesystemis theaddresseeandwhenit is thepresenter, thatserve to complement(andcomplete)the
cognitiveskills theusernaturallybringsto thetask(comparewith Fig. 4).

The next examplelooks at how oneof ACT-R’s subsymbolicprocessingmechanismscanbe usedto computea
form of salienceonthebasisof accumulatedcommonground.Thedestinationassignmentis oneof thebasicdecisions
thatmustbemadein carryingout themissionplanningtask.Beforethis decisionis made,it is possiblethat theuser
will first want to learnsomethingabouteachof the destinations.In additionto what canbe gleanedfrom the map,
destinationstatusinformation is available in the application’s “DestinationStatus”window whenthe userdouble-
clicksonany of thenamesshown in thelist labeled“Choices:” in theMissionComposerwindow (Fig. 3).

�
If theuser

promptsthetaskmodelbeforeheor shehaschosenadestinationby moving it to thelist labeled“Assignment:”in the
MissionComposer, themodelwill recommendin its advisorylist thata destinationmustbeassignedfor themission.
In addition,if theDestinationStatuswindow hasnotbeenopenedyet, themodelwill advisethatthiscanalsobedone
(theseadvisoriescanbeseenin Fig. 5(b)). Shouldtheuserchooseto pursueeitherof theserecommendationsthrough
the taskmodelinteractionwindow, it will benecessaryfor themodelto makea choicefor theuser. In otherwords,
both actionshave a destinationparameter, but which destinationshouldthe model choose?The most interesting
solutionto this problemfrom thepoint of view of the task’s commongroundis to choosethedestinationthat is the
mostsalienton thesharedbasisof its interactionhistory—here,whenandhow many timeseachdestinationhasbeen
explicitly partof auserinteraction.If thereis nosuchhistory, thenthechoiceis arbitrary. But if theuserhasclickedon
any of thedestinationnamesin theMissionComposer, and/orhasalreadyinvestigatedany of themin theDestination
Statuswindow, theseeventscanbe takento be in the joint activity’ s commonground,andtheir occurrencecanbe
modeledasabasis,albeit imperfect,for inferring theuser’schoice.Thus,to keeptrackof thecumulativesignificance
of theseevents,ACT-R’s subsymbolicchunkactivation mechanism(Section3.3.2) is usedby the taskmodelasa
measureof theuser’s interestin eachof thedestinationsso far in the task.� As currentlymodeled,eachdestination
begins in thetaskwith anequalamountof activation,andthesevaluesthenvary in time asthemodelrunsaccording
to their frequency andrecency of use. In theeventuality that the userfirst examinessomeor all of thedestinations,
andthendecidesto have thesystemcarryout theassignment,theproductionrule in thetaskmodel’s doing function
responsiblefor parameterizingtheactioncapitalizeson this componentof declarative learningin ACT-R’s theoryof
memoryretrievalandmatchesthemostactivedestinationasoneof its conditions.� In carryingout thispartof thetask
after theuserhaspresentedevidenceof his or herdispositionin thematter, thesystemin effect facesa coordination
problem—whichdestinationdoestheuserexpectto be assigned?—thatshouldbe solvableon the basisof common
ground.Whatthesystemandtheuserrequireis acoordinationdevicethatis jointly salientwith respectto theircurrent
commonground,andfor thetaskmodel,giventhe limitationsof theinteractionmedium,themostactive destination
readilymeetsthiscriterion(seeprinciple of joint saliencein Section 2.4.1).

The two examplespresentedhereareintendedto demonstrateboth the viability andefficacy of a languageuse
approachtohuman-computerinteraction.In theprecedingexpositionof taskmodeltracing,elementsof Clark’stheory
of languageusehaveservedthroughoutasthemotivatingbasisfor thedesignandfunctionof anapplicationtaskmodel
written in ACT-R that is usedasa meansfor simulatinga setof task-relatedcognitive skills in theapplication’suser
interface.In particular, from adesignperspective,interactionsbetweentheuserandthesystemcanbeusefullyviewed
asa layer of actionin which the userandthe systemareparticipantsin a joint activity whoseprincipal goal is the
conductof the application’s task. Interactionsbetweenthe userand the systemin the courseof this joint activity
canbe interpretedasjoint actionsin which both participantsvariouslyassumethe rolesof addresseeandpresenter.
To carry out joint actionsthat involve meaningandunderstandingaboutthe task—andhence,constitutelanguage
use—thesystemmustbeableto carryout its part in subordinatejoint actionsin cognitionwith theuserthat rely on
theexistenceandaccumulationof task-relatedcommongroundfor their conduct.Ultimately, suchjoint actionscan
beseenascoordinationproblemsthatmustbesolvedon thesharedbasisof commongroundin orderto advancethe�

TheDestinationStatuswindow opensto theright of theMissionComposer. Also notethatall threedestinationnamesareinitially shown in
thelist of destinationchoicesin theMissionComposer.�

“Baselevel” activationvaluesareused.�
Activationvaluesin ACT-R aresubjectto decayovertime. Consequentlyit is possiblefor adestinationthathasbeen“lookedat” veryrecently,

but only once,to bemoreactive thanonethathasbeenlookedata two or threetimesbut severalinteractionsback.
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joint activity of the tasktowardits goals. Within the limited meansof its mediumfor interactingwith theuser, task
modeltracingdemonstratesthattherequirementsandcomputationalnatureof suchcoordinationproblemscanindeed
be approachedthroughcarefultaskanalysis,cognitive modeling,andthe framework of a theoryof languageuseas
joint action.

4. CONCLUSIONS

Thehigh-level goalof this reporthasbeento raiseandexaminethenotion thathuman-computerinteractioncanand
shouldbeviewedasif it werea processof languageuse.Whenpeopledo thingstogether, they mustactnot only as
individuals,but alsoasparticipants.To accomplisheven thesmallestof their socialpurposes,they mustfind a way
andagreeto coordinatetheir abilities. Eachperson’s part in this processis essential,andwhat emergesfrom their
cooperationis not just thesumof their individualefforts,but a joint actionin which, for people, notonly is something
donetogether, but alsomeaningandunderstandingareconveyedandconstrued.Meaningandunderstandingarethe
cognitive residue,asit were,of suchjoint actions,andit is theaccumulationof this in the form of commonground,
andthecognitiveskills thatallow peopleto useit, thatmakespeople’s largerjoint activitiespossible.Thewaypeople
carryout joint actionsis theway languageis used.In anticipationof suchskills, many of thefeaturesof joint actions
aresuperficiallyappropriatedin human-computerinteractiondesignsbecausethey arebothfamiliar andeasilygrasped
by users,andbecausethey candemonstrablypromoteusability. But thissamedesignstrategy canalsobethesourceof
aninterface’susabilityproblemswhenusersarecarelesslyled into interactionsthatimply aprogram’scommunicative
abilities aregreaterthanthey are,or morecommonly, whenoneor moreof the conditionspeopleordinarily try to
establishwhenthey enterinto joint actions—suchas a salientbasisfor what they aresupposedto do or what the
programcanbeexpectedto do—hasbeenoverlookedin thedesign.While a computerprogramcanonly simulatethe
actionsof atrueparticipantin ajoint activity, it is neverthelessimportantthatdesignershaveathoroughunderstanding
of thefull natureof processin joint actionsif they areto bejustifiably usedandreliablymodeledin userinterfaces.

Even moreambitiousthenis the impulseto simulatevariouscognitive abilities in programsanduserinterfaces
with theaim of makingthem“intelligent.” With this development,programsgainthepotentialto move muchcloser
to meetingtheordinaryexpectationspeoplebring to their joint activities with eachotherin face-to-facesettings.In
joint activities betweenpeople,individualslook for evidenceof andrely on eachother’s cognitive skills; in many
respects,this is oneof themostfundamentaltenetsof their commonground.Indeed,whenever joint actionsbetween
peopleinvolve meaningandunderstanding,participantsnecessarilycarryout subordinatejoint actionsin cognition.
Whena speakeror theinitiator of a joint actionmeansfor somethingto beunderstood,heor shemustfirst determine
cognitively what that somethingis andhow to signal it. By presentingsignals,the speakerthen makesan overt
proposalto the addresseeconcerningspecificactionsthey might carry out together. To understandthe speaker’s
meaningandintentions,the addresseemustrespond,first by identifying the presentation,andthenby meetingthe
cognitive actionsbehindthepresentationwith a correspondingsetof cognitive actionsin which he or sheconsiders
the speaker’s proposalby recognizingwhat hasbeensignaled. In prosecutingtheir partsin thesejoint actionsin
cognition, the participantstacitly rely on a numberof elements—sharedbases—intheir commonground,among
whicharetheirmutualknowledgeof thesignalsandsignsinvolved,theirmutualassumptionof eachother’scognitive
processingskills andknowledgeof behavioral conventions,andtheirmutualawarenessof theeventsleadingupto and
includingthestateof their joint activity. And sincetheir joint activity advancesthroughtheuseof theiraccumulating
commonground,peoplemakea point of usinga relatedsetof cognitiveskills to try to keeptrackof whateachother
is currentlyawareof. This thenis a short list of the cognitive abilities a programmustbe ableto simulateif it is
to interactwith its userson a cognitive level in a way that is similar to how peoplecarryout joint actionswith each
otherin a languageusesense.If thethesisof this documentis thata theoryof languageuseasa form of joint action
shouldserve asasetof first principlesfor thedesignof human-computerinteraction,thenits principalcorollary—and
the chief focus in the taskmodel tracingwork previously described—isthat in simulatingcognitionfor interactive
purposes,it is necessaryto computationallymodelthe interaction-relatedcommongroundbetweentheuserandthe
system.

4.1 A Review of the Human-Computer Interaction DesignGoalsfor the Task Model Tracing System

In the task model tracing system,the goal hasbeento explore the possibilitiesand ramificationsof human-
computerinteractionon a cognitive level throughtwo theoreticalframeworks: Clark’s (1996b)characterizationof



A LanguageUseApproach to Human-ComputerInteraction 41

languageuseasjoint action(the basisfor the precedingdiscussion)andACT-R, Anderson’s (1998)computational
theoryof humancognition. Respectively, thesetwo frameworks, in concertwith an adhocprocessof taskanalysis,
have beenusedto identify the kinds of processesandrepresentationsthe systemshouldpossessandto implement
thesecomponentscomputationally.

On the basisof Clark’s work, it is claimedherethat human-computerinteractioncanbe usefully likenedto in-
teractionsbetweenpeoplethatarecharacteristicof their useof language(i.e., interactionsthat rely on meaningand
understanding)in the following ways: computertaskscanbe modeledas joint activities betweenthe userandthe
computer, andindividual interactionscanbemodeledasindividual joint actionsbetweenthesame.Ordinarily in the
designof softwareuserinterfaces,though,it is the nonreflexive, self-directedcognitive componentsof joint actions
thatpeoplearesonaturallyadeptat carryingout thatareabsentin the system’s assessmentof userinputsandin its
computationof responsesandaddresses.In people,suchcognitive actsarecarriedout in supportof their personal
representationsof their circumstancesand,particularly in their joint activities with others,in supportof their com-
monground—theknowledge,beliefs,andsuppositionspeoplepresumeto sharewith eachotherabouta cooperative
activity. Indeed,the raisond’étre for commongroundis the ability to carry out the signalingand recognitionac-
tions thatarenecessaryfor communication.Sincethis representationmustcomefrom somewhere,for peopleit is a
perpetuallyaccumulative process.In conventionaluserinterfaces,though,while anevent-loopandall of its support
routinesmanifesthow asystemusesits representationof its taskto respondto userinputs,thatrepresentation,someof
which is certainlyintendedto beoncommongroundwith theuser, is functionallyinertunlessa facility for its growth
and/ordynamicconfigurationis incorporatedinto the design. Given this languageuseanalysisof processandrep-
resentationalshortcomingsin human-computerinteraction,it follows thata reasonableapproachto morecognizant
interactiondesigns(i.e., designsthat arebetterableto leveragepeople’s communicative skills) canbe pursuedby
modelingtask-relatedcommongroundasan accumulative processcarriedout by simulationsof the cognitive skills
neededto maintainanduseit. Hence,this is theapproachtakenin the taskmodeltracingsystem.In particular, the
system’s cognitive simulationtakesthe form of a taskmodel in which the systemmaintainsits own representation
of task-relatedmattersand,asa conceptualsubset,a sharedrepresentationof the samethat constitutesits common
groundwith theuser.

Representationally, commongroundin thetaskmodelis modeledalongtwo dimensions:first, in termsof Clark’s
formal definitionof commonground,which bearson how it is represented(animplementationissue),andsecond,in
termsof Clark’s characterizationof thethreepartsof commongroundat any moment,which bearson what is repre-
sentedandhow it is used(an identificationissue).Specifically, commongroundis definedin termsof propositions
thataretakenby a communityto follow from sharedbasesthatareevident to all. And at any moment,this bodyof
commongroundin a joint activity canbethoughtof asbeingmadeup of the joint activity’ s initial commonground,
its currentstate,andthepubliceventsrelatedto theactivity thathave takenplacesofar.

It is notgenerallypossiblefor oneparticipantto know or accuratelyinfer whatanotherknowsuntil it hassomehow
beenmadepublic betweenthe two. As anaccumulative processthen,muchof commongroundmustbeestablished
interactively. In practicalterms,this meansthat the systemmustbe ableto simulatecognitive processesthatalter-
natively supportanduseits commongroundwith theuser. Theseprocesses,which representthesystem’s cognitive
skills andabilities, canbe identified in termsof the roles the systemassumesasa participantin task-relatedjoint
actionswith theuser, bothaddresseeandpresenter. In the taskmodeltracingsystem,theseprocessesarereferredto
respectively asthesystem’s addresseefunctionandits presentationfunctions,andeachis limited to processingtask-
relatedmatters.The addresseefunctionupdatesthe system’s representationof commongroundby interpretingand
keepingtrackof thetask’s joint actionsandthetask’sstatus.Thesystem’s threepresentationfunctionsarereferredto
separatelyasits “reporting,” “advising,” and“doing” functions.Eachdrawsonthesystem’srepresentationof thetask,
andhenceits commonground,in orderto presentinformationto theuserthatis in turn intendedto supporthis or her
commongroundwith the system.Respectively, thesefunctionssummarizethestatusof the task,maketask-related
recommendations,andcarryout recommendedactionsfor theuser.

Theproductof thecognitiveprocessingcarriedout by thesystem’saddresseeandpresentationfunctionscanbest
be characterizedin termsof the threepartsof commonground. The system’s initial commongroundwith the user
can be thoughtof asbeing representedin the designand implementationof the system’s components,suchas its
point-and-clickinterface,its gameliketask,andthe format of its presentations.However, muchof this canalsobe
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characterizedmorepragmaticallyaspotentialcommonground. Consequently, the role of the addresseefunctionas
it interpretsuserpresentationsis to establishinitial andnew commonground. The latter takesthe form of a record
of the task—itspublic eventsso far. In addition,by keepingtrack of the statusof the task, the addresseefunction
maintainsa representationof thecurrentstateof thejoint activity. Theserepresentationsof thethreepartsof common
ground,particularly, therecordof eventsandthestatusof thetask,arethenusedin mixedfashionby thepresentation
functions. Thesummaryof thestatusof the taskgeneratedby the reportingfunctioncorrespondsto a recordof the
public eventsso far that, asmodeled,arerelevant to the currentstatusof the task. Similarly, the recommendations
offeredby theadvisoryfunctionarepredicatedon thestatusof the task. And, whenthedoing functioncarriesout a
specificrecommendationfor theuser, thesystemreliesonitscurrentrepresentationof commongroundto parameterize
theaction.Whenthesystempublicly carriesout taskrelatedactionsin thismanner, it alsousesits addresseefunction
to interpretandkeeptrackof theconsequences.

Thedecisionto largely implementthesystem’s representationof commongroundandits simulationof thecog-
nitive processesnecessaryfor its accumulation,maintenance,andusein the form of a cognitive model in ACT-R
wasbasedprimarily on the premiseof an apparentcomputationalcorrespondence.Indeed,it may be that the cog-
nitive componentsof joint actionscanbestbe characterizedin cognitive modelingterms,but muchmorestudy is
warranted.Computationally, ACT-R’sdistinctionbetweenproceduralanddeclarative formsof memoryis well suited
for representingcommongroundin formal terms.Both sharedbasesandthepropositionsthey indicatearenaturally
modeledaschunksin the system’s declarative memory. And productionrules in the system’s proceduralmemory
naturallymodel inferences.Othercharacteristicsof the theoryalsoplay a role in the implementation—conflictsets
of productionrulesthatmatchthecurrentstatusof the task,for instance,areusedto generatethesystem’s advisory
lists,andsubsymboliclearningis successfullyusedto representa limited form of salience.Additionally, theruntime
methodologyof taskmodeltracing,itself, in whichpublic interactioneventsare“traced”in themodel’srepresentation
of thetask,is derivedfrom intelligenttutoringresearchin which ACT-R modelsareusedto guidestudentlearning.

In summary, taskmodel tracingdemonstrateshow a simulationof interactive cognitive skills canbe usedin a
human-computerinteractiondesignto representtask-relatedcommongroundbetweentheuserandthesystemin its
userinterface.Of particularconcernin theeffort is theinterpretationof theapplicationtaskasa joint activity between
the userand the systemin which individual interactionsare takento be joint actionsthat can be characterizedas
instancesof languageusein thesensemeantby Clark. Specifically, joint actionsin whichmeaningandunderstanding
play a role necessarilyinvolve subordinatejoint actionsthatparticipantscarryout in cognition. Theultimategoal in
simulatingsuchcognitiveprocessing,is to betterleverageusers’inherent,cognitivelybasedcommunicativestrengths.

4.2 Future Work and Acknowledgements

The notion in task model tracing that a cognitive model canbe usedto simulatecognitive functionsin a user
interfacebegan naively as a solution in searchof a problem. On its face, the idea appearsto be quite plausible,
but in practice,it hasproven to be riddled with difficulties, not the leastof which is that, despiteits many great
strides,cognitive modelingis not anapplieddisciplinebut anactive andmany threadedareaof researchin cognitive
science.ACT-R’s characterizationof thecognitive architectureis just oneof a numberof competingtheories,each
with a differentsetof strengthsandweaknesses.Among the practicaldifficulties facedin taskmodel tracingare
problemsof scalability—modelingevena portionof themissionplanningtaskhasprovedto bea highly difficult and
iterative processto get right—andrepresentation.It wasthelatterproblemthat led to Clark’s work whenit became
apparentthata principledcharacterizationof interactionat thelevel of cognitionwasneededasa framework to guide
the identificationof the task model’s declarative andproceduralelementsin the taskanalysisprocess.Far deeper
problems,suchas procedurallearningby exampleor analogyand the arbitrary representationof a task’s state—
currentareasof weaknessin ACT-R—have beenleft asconcernsto beaddressedata later time. Certainly, oneof the
mostconspicuousdeficienciesin thesystemaspresentedis its lack of a workablesolutionto theproblemof undoing
anaction.

Indeed,much remainsto be done. Recentarchitecturalrefinementsin ACT-R point to the needto revisit the
organizationanddesignof thetaskmodelwith theaimof reconcilingthemodelwith new developmentsin thetheory.
In addition, it will be valuableto develop interactive task modelsof commongroundin other tasksfor what can
be learnedaboutregularitiesin the process.Ongoingwork on collaborationin human-computerinteractionin the
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field of computationallinguistics (e.g., Traum, 1998) is actively concernedwith modelsof commonground,and
muchof this materialremainsto be investigatedfor what it cancontributeto future taskmodeldesigns.Certainly,
a morecomprehensive theoryof the computationalrepresentationof salienceis needed. Empirical studiesof the
effectivenessof the presentationfunctionsusedin the task model tracingsystemare clearly warranted,and other
interactionanddialoguemodelsfor establishingcommongroundshouldbe investigated.Last,knowledgeelicitation
remainsa problemfor applicationprogramminginterfacesfor purposesof interactionwith cognitive simulations,in
partbecauseof a lack of representationstandards,andmorework certainlycouldto bedonein thisarea.

As a final note,despiteall difficulties, it is my conviction thatmuchof the theoryunderpinningthe taskmodel
tracingwork presentedin this reportis fundamentallysound.Contemporarysoftwareuserinterfacesplacetheuserin
a face-to-facesettingin which task-relatedinteractionscaneasilyandconvincingly becharacterizedasjoint projects,
especiallywhentheincreasinglysubstantialcomputationalpower behindthemis takeninto account.If thenotionof
a system’s usability is a measureof how well its designaccommodatestheuser’shumanstrengths,thensurelyfuture
interactiondesignswill bekeenlyconcernedwith system-level modelsof interactionin cognition.

This work wassupportedby theOffice of Naval Research.I would alsolike to offer my deepestthanksto James
Ballas,HelenGigley, JohnSibert,WayneGray, DianneMartin, andGreg Traftonfor their inputandencouragement.

REFERENCES

Anderson,J. R., andLebiere,C. (1998). TheAtomicComponentsof Thought. Mahwah,NJ: LawrenceErlbaum
Associates.

Anderson,J. R. (1987). Productionsystem,learning,andtutoring. In ProductionSystemModelsof Learningand
Development. Cambridge,MA: MIT Press.

Anderson,J.R. (1990).TheAdaptiveCharacterof Thought. Hillsdale,NJ:LawrenceErlbaumAssociates.

Anderson,J.R. (1993).Rulesof theMind. Hillsdale,NJ:LawrenceErlbaumAssociates.

Austin,J.L. (1962).How to Do Thingswith Words. Cambridge,MA: HarvardUniversityPress.

Clark,H. H. (1996a).Openingplenary:Arrangingto dothingswith others.In Proceedingsof theCHI ’96 Conference
Companionon HumanFactorsin ComputingSystems:CommonGround. Associationfor ComputingMachinery.
165–167.

Clark,H. H. (1996b).UsingLanguage. New York, NY: CambridgeUniversityPress.

Cohen,R.,Allaby, C.,Cumbaa,C.,Fitzgerald,M., Ho, K., Hui, B., Latulipe,C.,Lu, F., Moussa,N., Pooley, D., Qian,
A., andSiddiqi,S. (1998).Whatis initiative? UserModelingandUser-AdaptedInteraction8:171–214.

Erickson,T. D. (1990).Working with interfacemetaphors.In Laurel,B., ed.,TheArt of Human-ComputerInterface
Design. Reading,MA: AddisonWesley.

Grice,H. P. (1957).Meaning.PhilosophicalReview 66:377–388.

Horvitz, E., Breese,J., Heckerman,D., Hovel, D., andRommelse,K. (1998). TheLumiereProject: Baysianuser
modelingfor inferring the goalsandneedsof softwareusers. In Proceedingsof the FourteenthConferenceon
Uncertaintyin Artificial Intelligence. SanFrancisco,CA: Morgan-Kaufman.

Kay, A. (1984).Computersoftware.ScientificAmerican. (September),p.52.

Klahr, D., Langley, P., and Neches,R., eds. (1987). ProductionSystemModelsof Learning and Development.
Cambridge,MA: MIT Press.

Laurel,B., ed. (1990).TheArt of Human-ComputerInterfaceDesign. Reading,MA: AddisonWesley.

Maybury, M. T., ed. (1993). IntelligentMultiMedia Interfaces. Cambridge,MA: AAAI Press.



44 DerekBrock

McFarlane,D. C. (1998). Interruptionof Peoplein Human-ComputerInteraction. Ph.D.Dissertation,TheGeorge
WashingtonUniversity.

Newell, A. (1990).UnifiedTheoriesof Cognition. Cambridge,MA: HarvardUniversityPress.

Norman,D. A. (1986). Cognitive engineering.In Norman,D. A., andDraper, S. W., eds.,User Centered System
Design. Hillsdale,NJ:LawrenceErlbaumAssociates.

Norman,D. A. (1988).TheDesignof EverydayThings. New York, NY: Doubleday.

Norman,D. A. (1992).Turn SignalsAre theFacial Expressionsof Automobiles. Reading,MA: Addison-Wesley.

Rich, C., andSidner, C. L. (1998). COLLAGEN: a collaborationmanagerfor softwareinterfaceagents. User
ModelingandUser-AdaptedInteraction8:315–350.

Ritter, F. E., andMajor, N. P. (1995). Useful mechanismsfor developingsimulationsfor cognitive models. AISB
Quarterly91:7–18.

Sellen,A., andNicol, A. (1990).Building user-centeredon-linehelp. In Laurel,B., ed.,TheArt of Human-Computer
InterfaceDesign. Reading,MA: AddisonWesley.

Shneiderman,B. (1998). DesigningtheUserInterface:Stategiesfor EffectiveHuman-ComputerInteraction. Read-
ing, MA: Addison-Wesley, 3rd edition.

Simon,H. A., andKaplan,C. A. (1989). Foundationsof cognitive science. In Posner, M. I., ed.,Foundationsof
CognitiveScience. Cambridge,MA: MIT Press.

Sullivan,J.W., andTyler, S.W., eds.(1991). IntelligenUserInterfaces. New York, NY: ACM Press.

Tognazzini,B. (1990).Consistency. In Laurel,B., ed.,TheArt of Human-ComputerInterfaceDesign. Reading,MA:
AddisonWesley.

Traum,D. R. (1998). On Clark andSchaefer’s contributionmodelandits applicability to human-computercollabo-
ration. In Proceedingsof theThird InternationalConferenceon theDesignof CooperativeSystems(COOP’98).
Rocquencourt,France: INRIA Press. (Clark’s work was sole focus of the workshopat which this paperwas
given.).


